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Preface

The second edition of this book assumes that to use antibiotics properly, the
clinician needs to understand fundamental concepts of pharmacodynamics. While
many infectious disease physicians do understand these concepts, they are not the
only physician group prescribing antibiotics. The objective of the second edition is
to review the scientific and medical literature concerning antibiotics and pharma-
codynamics, and then synthesize this information into an easy to understand
discussion of the concepts and theory, along with application of these theories and
concepts.

This book includes a discussion of the pharmacodynamics of all of the major
classes of drugs. These include penicillins, cephalosporins, cephamycins, carbape-
nems, monobactams, aminoglycosides, quinolones, macrolides, azalides, ketolides,
glycopeptides, metronidazole, clindamycin, tetracyclines, and antifungals. In addi-
tion to the topics on the antibiotics listed above, the second edition has added
chapters on malaria, some antivirals, a section on non-clinical models of infection,
a chapter on streptogramins and oxazolididones, and a section on pharmacody-
namics in drug development. In addition to an updated introductary chapter, we
include a chapter on the impact of pharmacodynamics on breakpoint selection for
susceptibility testing, while retaining and updating the chapter on resistance and
pharmacoeconomics.

This book is unique in that no other text of its kind currently exists and our
chapter authors are among the leaders in the field. This book will find an audience
in a large array of healthcare disciplines including college educators; medical,
pharmacy, and microbiology students; infectious disease physicians; pharmacy
specialists; medical house staff; clinical and staff pharmacists; clinical microbiolo-
gists; and other healthcare decision makers.

Charles H. Nightingale
Paul G. Ambrose
George L. Drusano
Takeo Murakawa
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Section I: Introduction

1 Pharmacodynamics of Antimicrobials: General
Concepts and Applications

William A. Craig
University of Wisconsin and William S. Middleton Memorial Veterans Hospital,
Madison, Wisconsin, U.S.A.

INTRODUCTION

“Pharmacodynamics” (PDs) is the term used to reflect the relationship between
measurements of drug exposure in serum, tissues, and body fluids and the
pharmacological and toxicological effects of drugs. With antimicrobials, PDs is
focused on the relationship between concentrations and antimicrobial effect.
Studies in the past have focused on pharmacokinetics (PKs) and descriptions of
the time course of antimicrobials in serum, tissues, and body fluids. Much less
emphasis has been placed on the time course of antimicrobial activity. Studies
over the past 25 years have demonstrated marked differences in the time course of
antimicrobial activity among antibacterials and antifungals (1–4). Furthermore, the
pattern of antimicrobial activity over time is an important determinant of optimal
dosage regimens (5). This chapter focuses on general concepts and the application
of PDs to antimicrobial therapy.

MEASUREMENTS OF ANTIMICROBIAL ACTIVITY
Minimum Inhibitory and Minimum Bactericidal Concentrations
The minimum inhibitory concentration and minimum bactericidal concentration
(MIC and MBC) have been the major parameters used to measure the in vitro
activity of antimicrobials against various pathogens. Although MIC and MBC are
excellent predictors of the potency of an antimicrobial against the infecting
organism, they provide essentially no information on the time course of antimicro-
bial activity. For example, the MBC provides minimal information on the rate of
bactericidal and fungicidal activity and on whether killing can be increased by
higher drug concentrations. In addition, MIC provides no information on growth
inhibitory effects that may persist after antimicrobial exposure. These persistent
effects are due to three different phenomena: the postantibiotic effect (PAE),
the postantibiotic sub-MIC effect (PAE-SME), and the postantibiotic leukocyte
enhancement (PALE) (6–8). The killing effects of increasing concentrations on the
bactericidal and fungicidal activity of antimicrobials combined with the magnitude
of persistent effects give a much better description of the time course of antimicro-
bial activity than that provided by MIC and MBC.

Killing Activity
Antimicrobials exhibit two primary patterns of microbial killing. The first pattern
is characterized by concentration-dependent killing over a wide range of
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concentrations. With this pattern, higher drug concentrations result in a greater
rate and extent of microbial killing. This pattern is observed with the aminoglyco-
sides, fluoroquinolones, daptomycin, ketolides, metronidazole, amphotericin B,
and the echinocandins (2,9–13). The second pattern is characterized by minimal
concentration-dependent killing. With this pattern, saturation of the killing rate
occurs at low multiples of the MIC, usually around four to five times the MIC.
Drug concentrations above these values do not kill microbes faster or more
extensively. This pattern is also called time-dependent killing because the extent of
microbial killing is primarily dependent on the duration of exposure. This pattern
is observed with b-lactam antibiotics, macrolides, clindamycin, glycopeptides,
tetracyclines, linezolid, and flucytosine (1,2,9,14,15).

The different patterns of bacterial killing are illustrated in Figure 1. by
showing the effect of increasing drug concentrations on the in vitro antimicrobial
activity of tobramycin, ciprofloxacin, and ticarcillin against a standard strain of
Pseudomonas aeruginosa (2).

Increasing concentrations of tobramycin and ciprofloxacin produced more
rapid and extensive bacterial killing, as exhibited by the steeper slopes of the
killing curves. With ticarcillin, there was a change in slope as the concentration
was increased from one to four times the MIC. However, higher concentrations
did not alter the slope. The slight reduction in bacterial numbers at the higher
doses is due to an earlier onset of bacterial killing. From two hour on, ticarcillin
concentrations from 4 to 64 times the MIC produced the same rates of killing.

Persistent Effects
“Postantibiotic effect” is the term used to describe the persistent suppression of
bacterial growth following antimicrobial exposure (1,8,16). It reflects the time it
takes for an organism to recover from the effects of exposure to an antimicrobial
and resume normal growth. This phenomenon was first observed in the 1940s in
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FIGURE 1 Time-kill curves of Pseudomonas aeruginosa ATCC 27853 with exposure to
tobramycin, ciprofloxacin, and ticarcillin at concentrations from one-fourth to 64 times the MIC.
Abbreviations: CFU; colony-forming units; MIC, minimum inhibitory concentration. Source: From
Ref. 2.
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early studies with penicillin against staphylococci and streptococci (17,18). Later
studies starting in the 1970s extended this phenomenon to newer drugs and to
gram-negative organisms. The PAE is demonstrated in vitro by following bacterial
growth kinetics after drug removal.

Moderate-to-prolonged in vitro PAEs are observed for all antibacterials with
susceptible gram-positive bacteria such as staphylococci and streptococci (16).
Moderate-to-prolonged in vitro PAEs are also observed with gram-negative bacilli
for drugs that are inhibitors of protein or nucleic acid synthesis. In contrast, short
or no PAEs are observed for b-lactam antibiotics with gram-negative bacilli. The
only exception has been for carbapenems, which exhibit moderate PAEs, primarily
with strains of P. aeruginosa (19,20). In vitro postantifungal effects (PAFEs) have
been observed with various yeasts following exposure to amphotericin B and
flucytosine but not to triazoles such as fluconazole (3,21).

The PAE-SME demonstrates the additional effect sub-MICs scan have on the
in vitro PAE. For example, exposure of streptococci in the PAE phase to macro-
lides at drug concentrations of one-tenth and three-tenths of the MIC increased the
duration of the PAE by about 50% and 100%, respectively (16,22). The PAE phase
can also make streptococci hypersensitive to the killing effects of sub-MICs of
penicillin (6). The duration of the PAE-SMEs reported in the literature includes the
duration of the PAE plus the enhanced duration due to sub-MICs. Morphological
changes such as filaments can also be produced by sub-MICs (23).

PALE describes the effects of leukocytes on bacteria during the postantibiotic
phase. Studies have demonstrated that such bacteria are more susceptible to
intracellular killing or phagocytosis by leukocytes (7,16). This phenomenon can also
prolong the duration of the in vitro PAE. Antimicrobials that produce the longest
PAEs tend to exhibit the most prolonged effects when exposed to leukocytes.

The PAE has also been demonstrated in vivo in a variety of animal infection
models (16,24). The in vivo phenomenon is actually a combination of the in vitro
PAE and sub-MIC effects from gradually falling drug concentrations. The largest
numbers of animal studies have used the neutropenic mouse thigh-infection model
(4). When performed in non-neutropenic mice, the in vivo PAE would also include
any PALE effects.

There are several important differences between in vivo and in vitro PAEs.
In most cases, in vivo PAEs are longer than in vitro PAEs, most likely because of
the additive effect of sub-MICs. Simulation of human PKs can further enhance the
duration of the in vivo PAE by a similar mechanism. Prolongation of sub-MICs of
amikacin by simulating the human drug half-life (two hours) extended the
duration of in vivo PAEs by 40% to 100% over values observed with a dose
producing the same area under the concentration-versus-time curve (AUC) but
eliminated with a murine half-life of 20 minutes (25). In vivo PAEs with some
drugs are further prolonged by the presence of leukocytes. In general, the presence
of neutrophils tends to double the duration of the in vivo PAE for aminoglyco-
sides and fluoroquinolones with gram-negative bacilli (16,25). However, leuko-
cytes have no major effect on the minimal in vivo PAEs observed for b-lactams
with gram-negative bacilli.

There are also some differences between in vitro and in vivo PAEs that
question the value of measuring the in vitro PAE. First, the duration of the in vitro
PAE is not predictive of the duration of the in vivo PAE (26). Second, prolonged
PAEs for penicillin and cephalosporins with streptococci are observed in vitro but
not in vivo (4,24,27). Third, in vitro studies that suggest that the PAE of
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aminoglycosides decreases and disappears over a prolonged dosing interval or
with repeated doses have not been confirmed in vivo (28,29). Fourth, fluconazole
exhibits a PAFE in vivo but not in vitro (3,14).

PATTERNS OF ANTIMICROBIAL ACTIVITY

The PD characteristics described above suggest that the time course of antimicro-
bial activity can vary markedly for different antibacterial and antifungal agents.
As shown in Table 1, these drugs exhibit three major patterns of antimicrobial
activity. The first pattern in characterized by concentration-dependent killing and
moderate-to-prolonged persistent effects. Higher concentrations would kill organ-
isms more rapidly and more extensively than lower levels. The prolonged persis-
tent effects would allow for infrequent administration of large doses. This pattern
is observed with aminoglycosides, fluoroquinolones, daptomycin, ketolides,
metronidazole, and amphotericin B. The goal of a dosing regimen for these drugs
would be to maximize concentrations. The peak level and the AUC should be the
PK parameters that would determine in vivo efficacy.

The second pattern is characterized by time-dependent killing and minimal-
to-no persistent effects. High drug levels would not kill organisms better than
lower concentrations. Furthermore, organism regrowth would start very soon after
serum levels fell below the MIC. This pattern is observed with b-lactams and
flucytosine. The goal of a dosing regimen for these drags would be to optimize the
duration of exposure. The duration of time that serum levels exceed some minimal
value such as the MIC should be the major PK parameter determining the in vivo
efficacy of these drugs.

The third pattern is also characterized by time-dependent killing, but the
duration of the persistent effects is much prolonged. This can prevent any regrowth

TABLE 1 Three Patterns of Antimicrobial Activity

Pattern 1 Pattern 2 Pattern 3

Pharmacodynamic
characteristics

Concentration-dependent
killing and moderate-
to-prolonged
persistent effects

Time-dependent
killing and
minimal-to-no
persistent effects

Time-dependent
killing and
moderate-
to-prolonged
persistent effects

Antimicrobials
included

Aminoglycosides,
fluoroquinolones,
daptomycin, ketolides,
metronidazole,
amphotericin
B echinocandins

b-lactams,
flucytosine

Azithromycin,
macrolides,
clindamycin,
tetracyclines,
glycylcyclines,
streptogramins,
oxazolidinones,
glycopeptides,
triazoles

Goal of dosing
regimen

Maximize concentrations Maximize duration
of exposure

Optimize amount
of drug

Pharmacokinetic
parameter(s)
determining
efficacy

Peak level and AUC Time above some
threshold amount
(e.g., minimum
inhibitory
concentration)

AUC

Abbreviation: AUC, area under the concentration-versus-time curve.
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during the dosing interval. This pattern is observed with azithromycin, macrolides,
clindamycin, tetracyclines and glycylcyclines, streptogramins, oxazolidinones, gly-
copeptides, and triazoles. The goal of a dosing regimen is to optimize the amount
of drug administered to ensure that killing occurs for part of the time and there is
no regrowth during remainder of the dosing interval. The AUC should be the
primary PK parameter that would determine in vivo efficacy.

PK/PD INDICES

By using the MIC as a measure of the potency of drug–organism interactions, the
PK parameters determining efficacy can be converted to PK/PD indices (5). Serum
(or plasma) concentrations are used for determining the PK/PD indices. Because
most infections occur in tissues and the common bacterial pathogens are extra-
cellular organisms, interstitial fluid concentrations at the site of infection should
be the primary determinants of efficacy. Serum levels are much better predictors
of interstitial fluid levels than tissue homogenate concentrations. Because tissue
homogenates mix the interstitial, intracellular, and vascular compartments
together, they tend to underestimate or overestimate the interstitial fluid concen-
tration depending on the ability of the drug to accumulate intracellularly (30).

Identification of the primary PK/PD indice that determines efficacy is
complicated by the high degree of interdependence among the various indices. For
example, a larger dose produces a higher peak/MIC ratio, a higher AUC/MIC
ratio, and a longer duration of time above MIC. If the higher dose produces a
better therapeutic effect than a lower dose, it is difficult to determine which PK/
PD indice is of major importance, because all three increased. However, compar-
ing the effects of dosage regimens that include different dosing intervals can
reduce much of the interdependence among PK/PD indices. Such studies are often
referred to as dose-fractionation studies (31–34). For example, dividing several
total doses into 1, 2, 4, 8, and 24 doses administered at 24-, 12-, 6-, 3-, and 1-hour
intervals, respectively, can allow one to identify which PK/PD indice is most
important for in vivo efficacy.

Several investigators have used this study design in animal infection models
to correlate specific PK/PD indices with efficacy for various antimicrobials against
gram-positive cocci, gram-negative bacilli, and Candida species (9,12,14,25,31–37).
This is demonstrated graphically in Figure 2 for ceftazidime against Klebsiella
pneumoniae and in Figure 3 for temafloxacin against Streptococcus pneumoniae.

In these studies, pairs of mice were treated with multiple dosage regimens
that varied both the dose and the dosing interval. The number of colony-forming
units (CFUs) remaining in the thigh after 24 hours of therapy was plotted against
the peak/MIC and 24-hour AUC/MIC ratios and the percentage of time that
serum levels exceeded the MIC that was calculated for each dosage regimen from
PK parameters. As shown in Figure 2, there was a very poor relationship between
CFUs/thigh and peak/MIC and 24-hour AUC/MIC ratios. On the other hand, an
excellent correlation was observed between the number of bacteria in the thighs
and the percentage of time that serum levels exceeded the MIC. In contrast, the
best correlation in Figure 3 was observed with the 24-hour AUC/MIC ratio
followed by the peak/MIC ratio.

The specific PK/PD indices correlating with efficacy in animal infection
models for different antibacterials and antifungals are listed in Table 2. As expected,
time above MIC has consistently been the only PK/PD parameter correlating with

Pharmacodynamics of Antimicrobials: General Concepts and Applications 5



the therapeutic efficacy of b-lactam antibiotics. Time above MIC is also the
parameter correlating with efficacy of flucytosine.

The AUC/MIC and peak/MIC ratios have been the PK/PD indices that
correlate with efficacy for aminoglycosides and fluoroquinolones. Most studies
have shown slightly better correlation with the AUC/MIC ratio than with the
peak/MIC ratio. Peak/MIC ratios appear to be more important in infections
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FIGURE 3 Relationship between three pharmacokinetic/pharmacodynamic indices (peak/MIC
ratio, 24-hour AUC/MIC ratio, and percentage of time that serum levels exceed the MIC) and the
number of Streptococcus pneumoniae ATCC 10813 in the thighs of neutropenic mice after
24 hours of therapy with temafloxacin. Each point represents data for one mouse. The dotted line
reflects the number of bacteria at the beginning of therapy. Abbreviations: AUC, area under
the concentration-versus-time curve CFU, colony-forming unit; MIC, minimum inhibitory
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where the emergence of resistant subpopulations is a significant risk and for drugs
that act on the cell membrane, such as daptomycin and amphotericin B (13,31,36).

Although vancomycin, tetracyclines, azithromycin, macrolides, clindamycin,
streptogramins, and oxazolidinones do not exhibit concentration-dependent kill-
ing, the AUC/MIC ratio has been the major PK/PD indice correlating with
therapeutic efficacy of these drugs in neutropenic animals (5,9,15,38,39). A study
in normal mice with vancomycin and teicoplanin against a strain of S. pneumoniae
that used mortality as an endpoint demonstrated that the peak/MIC ratio was the
most important indice (40).

MAGNITUDE OF PK/PD INDICES REQUIRED FOR EFFICACY

Because PK/PD indices can correct for differences in a drug’s PKs and intrinsic
antimicrobial activity, one would expect that the magnitude of the PK/PD indices
required for efficacy would be similar in different animal species. Thus, results
from studies in animal infection models could be predictive of the activity of
drugs in humans. This would be especially helpful in designing dosage regimens
for both old and new antibacterials in situations where it is difficult to obtain
sufficient clinical data, such as with newly emerging resistant organisms.

Animal Infection Models
The largest number of studies addressing the magnitude of the PK/PD indices
with various drugs, dosing regimens, pathogens, sites of infection, and animal
species have been performed with b-lactams and fluoroquinolones. Time above
MIC is the PK/PD indice that correlates with the therapeutic efficacy of the
various b-lactam antibiotics. Studies in animal infection models demonstrate that
antibiotic concentrations do not need to exceed the MIC for 100% of the dosing
interval to obtain a significant antibacterial effect (24,32–34,38). In fact, an in vivo
bacteriostatic effect is observed when serum levels exceed the MIC for about 30%
to 40% of the dosing interval. If one uses survival after several days of therapy as
the endpoint for efficacy of b-lactams in animal infection models, then slightly
higher percentages of time above MIC are necessary (38,41,42). Figure 4 illustrates
the relationship between time above MIC and mortality for animals infected with
S. pneumoniae that were treated for several days with penicillins or cephalosporins.

Several studies included penicillin-intermediate and penicillin-resistant
strains. The mortality was close to 100% if serum levels were above the MIC for

TABLE 2 Pharmacokinetic/Pharmacodynamic Parameters Determining Efficacy for
Different Antimicrobials

PK/PD parameter Antimicrobial

Time above MIC Penicillins, cephalosporins, aztreonam, carbapenems, tribactams, and
flucytosine

Peak/MIC ratio Aminoglycosides, fluoroquinolones, daptomycin, glycopeptides,
amphotericin B, and echinocandins

AUC/MIC ratio Aminoglycosides, fluoroquinolones, daptomycin, glycopeptides, ketolides,
macrolides, clindamycin, streptogramins, oxazolidinones, tetracyclines,
glycylcyclines, triazoles, and echinocandins

Abbreviations: AUC, area under the concentration-versus-time curve; MIC, minimum inhibitory concentration.
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20% or less of the dosing interval. As soon as the percentage of time above MIC
reached 40% to 50% or higher, survival was in the order of 90% to 100%.

The PK/PD indice that best correlates with the efficacy of the fluoroquino-
lones is the 24-hour AUC/MIC ratio (12,38,43). The magnitude of this PK/PD
indice required to produce a bacteriostatic effect in animal infection models varied
for most organisms from 25 to 50 (12). These values are equivalent to averaging
one to two times the MIC over a 24-hour period [i.e., (1–2 · MIC) · 24 hour =
24–48]. The relationship between 24-hour AUC/MIC values and outcome for
fluoroquinolones as reported in the literature from studies that treated animals for
at least two days, reported survival results at the end of therapy, and provided PK
data is illustrated in Figure 5 (12,38).

The infections in these studies included pneumonia, peritonitis, and sepsis
produced by gram-negative bacilli and a few gram-positive cocci in immunosup-
pressed mice, rats, and guinea pigs. In general, 24-hour AUC/MIC ratios less than
30 were associated with greater than 50% mortality, whereas AUC/MIC values of
100 or greater were associated with almost no mortality. A value of 100 is
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equivalent to having serum concentrations average about four times the MIC over
a 24-hour period [i.e., (4 · MIC) · 24 hour = 96].

Factors Affecting Magnitudes
Studies in animals with a large number of different antimicrobials would allow
one to determine if the magnitude of the PK/PD indice required for efficacy was
similar for (i) different dosing regimens, (ii) different drugs within the same
antimicrobial class, (iii) different pathogens, and (iv) different sites of infection. As
shown in Figures 2 and 3, the magnitude for the correct PK/PD parameter does
not change with different dosing regimens. However, the rate of elimination for
some drugs is so rapid that it becomes difficult to select the correct PK/PD indice.
For example, time above MIC was the parameter for amikacin in neutropenic mice
with normal renal function and a drug half-life of 20 minutes (25). However, when
the half-life was lengthened to about two hours by transient renal impairment, the
24-hour AUC/MIC and the peak/MIC became the important PK/PD indices. In
earlier reviews, time above MIC was thought to be the PK/PD indice for macro-
lides, clindamycin, and linezolid (5). However, these drugs all have rapid elimina-
tion in mice. If one eliminates 12- and 24-hourly dosing regimens from the
analysis, then the 24-hour AUC/MIC is the important PK/PD indice.

Differences in the magnitude of the PK/PD indice are observed with
different classes of b-lactams. For the same types of organisms, the percentages of
time above MIC for a bacteriostatic effect were slightly lower for penicillins than
for cephalosporins, and even lower for carbapenems (39). These differences are
due to the rate of killing, which is fastest with the carbapenems and slowest with
the cephalosporins.

Drugs within the same class of antimicrobial can also show differences in the
magnitude of the PK/PD target required for efficacy. However, these differences
are eliminated if one uses free drug concentrations for calculating the PK/PD
indices. This has been observed with b-lactams, fluoroquinolones, macrolides,
tetracyclines, and triazoles (38,39,44). Thus, protein binding is an import factor
that can modify the magnitude of the PK/PD indice.

There are a few major differences in the magnitude of the PK/PD target for
different organisms. The percentage of time above MIC required for efficacy with
staphylococci is less than observed with gram-negative bacilli and streptococci
(24). This difference is due to the prolonged in vivo PAEs observed for b-lactams
with staphylococci but not with gram-negative bacilli and streptococci (4,16,39). In
non-neutropenic mice, the magnitude of the 24-hour AUC/MIC for fluoroquino-
lones required for efficacy was about three- to fourfold lower for S. pneumoniae
than for K. pneumoniae (12,38). In vitro models have also demonstrated a lower
AUC/MIC value for strains of S. pneumoniae (45,46).

The magnitude of the important PK/PD indice appears to be rather constant
when studied against strains with various resistance mechanisms. For b-lactams
against penicillin-susceptible, penicillin-intermediate, and penicillin-resistant strains
of S. pneumoniae, the percentage of time above MIC for free drug was very similar
as the MIC increased (Fig. 6) for three cephalosporins, two penicillins, and three
carbapenems.

This figure also illustrates the shortened time above MIC required for a
bacteriostatic effect for penicillins and especially for carbapenems when compared
to cephalosporins. The time above MIC resulting in a bacteriostatic effect has also
been similar for various Enterobacteriaceae, including strains with extended
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spectrum b-lacatamases (39,47). Mutations primarily in parC and gyrA have
elevated the in vitro MICs of different fluoroquinolones with S. pneumoniae, but the
24-hour AUC/MIC ratio for a bacteriostatic effect has remained very constant (48).

In general, the magnitude of the PK/PD indice required for efficacy is
similar for different sites of infection. The one exception can be pneumonia where
penetration into epithelial lining fluid (ELF) is the major determinant of efficacy.
For example, vancomycin, which has decreased penetration into ELF, was about
threefold less potent in a lung infection model compared to a thigh infection in the
same neutropenic mice (49). Drugs like the macrolides, which have increased
penetration into ELF have shown enhanced efficacy in pneumonia models in
animals (50).

Human Infections
Bacteriological cure in patients with acute otitis media and acute maxillary
sinusitis provides a sensitive model for determining the relationship between
outcome and time above MIC for multiple b-lactam antibiotics. A variety of
clinical trials have included pretherapy and repeat sinus puncture or tympanocent-
esis of middle ear fluid after two to seven days of therapy to determine whether
the initial organism isolated had been eradicated (51–53). Figure 7demonstrates
the relationship between time above MIC and bacteriological cure rate for many
b-lactams against S. pneumoniae and Haemophilus influenzae in patients with these
two infections.

Several of the recent studies have included penicillin-intermediate and
penicillin-resistant strains. In general, percentages for time above MIC greater than
40% were required to achieve an 85% to 100% bacteriological cure rate for both
organisms including resistant pneumococci.

Commonly used parenteral doses of ceftriaxone, cefotaxime, penicillin G,
and ampicillin provide free drug concentrations above the MIC90 for penicillin-
intermediate strains of S. pneumoniae for at least 40% to 50% of the dosing interval.
A variety of clinical trials in severe pneumococcal pneumonia including bactere-
mic cases have demonstrated that these b-lactams are as effective against these
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organisms as against fully susceptible strains (54–56). Thus, the magnitude of the
PK/PD indice determining efficacy for b-lactams against pneumococci is very
similar in animal infection models and in human infections such as pneumonia,
sinusitis, and otitis media.

As illustrated in Figure 5, high survival in animal infection models treated
with fluoroquinolones was observed with 24-hour AUC/MIC values of 100 or
higher. Very similar values were observed in two clinical trials. Forrest et al. (57)
found that a 24-hour AUC/MIC value of 125 or higher was associated with
satisfactory outcome in seriously ill patients treated with intravenous ciprofloxa-
cin. Lower values resulted in clinical and microbiological cure rates of less than
50%. Another study in patients with a variety of bacterial infections treated with
levofloxacin found that a peak/MIC ratio of 12 or higher and a 24-hour AUC/
MIC ratio of 100 or higher resulted in a statistically improved outcome (58). This
and other studies have shown a lower value of around 34 for eradication of
S. pneumoniae in respiratory infections (44,58,59). As stated earlier, a similar value
has been observed with pneumococci in nonimmunocompromized animals. These
studies further demonstrate that the magnitude of the PK/PD indice in animal
infection models can be predictive of the magnitude of the parameter required for
effective therapy in humans.

Drug Combinations
Very little is known about determining the magnitude of PK/PD parameters when
drugs are used in combination. Some investigators have suggested that one can add
the magnitude of the 24-hour AUC/MIC ratios for each of the drugs to estimate the
PD activity of the combination (60). However, a study in neutropenic mice infected
with P. aeruginosa demonstrated that the magnitudes of the PK/PD parameters
required when a b-lactam, aminoglycoside, or fluoroquinolone is used alone are
also important in predicting the efficacy of these drugs used in combination (61).
Thus, adding the 24-hour AUC/MIC ratio of b-lactams to that of aminoglycosides
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or fluoroquinolones has a poor predictive value for their activity in combination.
Instead, one must add the effect produced by the percentage of time above MIC
for b-lactams to the effect resulting from the 24-hour AUC/MIC ratio of aminoglyco-
sides and fluoroquinolones to accurately predict the activity of these combinations.
Adding the 24-hour AUC/MIC ratios is appropriate for aminoglycoside-fluoroqui-
nolone combinations, because that is the important PK/PD indice for both drugs.

PK/PD TARGETS FOR PREVENTING THE EMERGENCE OF RESISTANCE

The increasing incidence of antimicrobial resistance has challenged many research-
ers to identify the magnitude of the PK/PD indice that can prevent the emergence
of resistance. Most studies have used in vitro models where large numbers of
organisms can easily be exposed to different drug concentrations. In general, the
magnitude of the PK/PD target is larger than required for efficacy but varies for
different organisms. For example, the in vitro AUC/MIC exposure for garenoxacin
required to prevent the emergence of resistant mutants in MSSA, MRSA, and
K. pneumoniae ranged from 67 to 144 (44). Organisms that already demonstrated
reduced susceptibility to the drug required much higher values to prevent further
resistance. A peak/MIC ratio of 8 to 10 has also been shown in vitro to prevent the
emergence of resistant mutants during therapy with aminoglycosides and fluoro-
quinolones (62). Some other studies with fluoroquinolones have suggested that it is
the duration of time that serum concentrations persist in the mutant selection
window that is most important for the emergence of resistant mutants (63).

Animal Models
Emergence of resistance in animal models has been more difficult to study because
of the relative small number of bacteria or fungi at the beginning of therapy. The
24-hour AUC/MIC ratio of levofloxacin required to suppress the emergence of
resistant subpopulations in a thigh-infection model was found initially to be 157
(64). This number was also prospectively validated in a second series of studies.
Another study using the thigh-infection model observed that serum concentrations
of ceftriaxone needed to exceed the MIC 64-fold for about 50% of the dosing
interval to suppress the emergence of amp C derepressed mutants (65). Such
concentrations would be impossible to obtain in humans.

Human Infections
A 24-hour AUC/MIC ratio greater than 100 has been associated with a signifi-
cantly reduced risk for the emergence of resistance during therapy (60). The
conclusion of this study was dependent almost entirely on the results with
ciprofloxacin in patients with gram-negative bacillary infections, primarily those
due to P. aeruginosa (66). On the other hand, a 24-hour AUC/MIC ratio as high as
1000 (mean value 40 times MIC) did not reduce the risk for the emergence of
resistant organisms in patients treated with cephalosporins for infections due to
gram-negative bacilli producing Type 1 b-lactamase (60). These data suggest that
in vitro and animal models can be predictive of the magnitude of the PK/PD
indice required to prevent the emergence of resistance.

APPLICATIONS OF PDS

Knowledge of the PDs of antimicrobials have proven useful for (i) establishing
newer optimal dosing regimens for established drugs, (ii) developing new
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antimicrobials or new formulations, (iii) establishing susceptibility breakpoints, (iv)
formulating guidelines for empirical therapy of infections, and (v) formulary
development.

New Dosage Regimens
Administration of b-lactams by continuous infusion enhances their ability to
maintain serum levels above the MIC. Despite many potential advantages of con-
tinuous infusion, only a few clinical trials have documented the success of this
type of dosage regimen (67). For example, continuous infusion of ceftazidime has
showed similar efficacy as with intermittent dosing (68). Initial results with
continuous infusion of large doses of ampicillin have demonstrated success for
moderately ampicillin-resistant strains (ampicillin MIC = 32–64 mg/L) of vancomy-
cin-resistant Enterococcus faecium (5).

Prolonged infusions of b-lactams have also been proposed as a method for
increasing the duration of time serum concentrations exceed the MIC for organ-
isms with reduced susceptibility.

The peak/MIC ratio appears to be the major PK/PD parameter determining
the clinical efficacy of aminoglycosides. High rates of clinical success in severe
gram-negative bacillary infections and rapid resolution of fever and leukocytosis
in gram-negative bacillary nosocomial pneumonia require a peak/MIC ratio of 8
to 10 (69,70). The once-daily dosage regimen for aminoglycosides was designed
to enhance peak serum levels. In addition, once-daily dosing has the potential to
decrease the nephro- and ototoxicity associated with these drugs. Uptake of
aminoglycosides into renal tubular cells and middle ear endolymph is more efficient
with low sustained concentrations than with high intermittent levels (71–73).

Most meta-analyses of clinical trials have demonstrated a small but signifi-
cant increase in clinical outcome with once-daily dosing and a trend toward
decreased nephrotoxicity (74–76). Studies have also demonstrated that the onset of
nephrotoxicity occurs several days later when the drug is administered once daily
than when multiple-daily dosage regimens are followed (77–79). Nevertheless,
once-daily dosing may not be ideal for all indications. Studies in experimental
enterococcal endocarditis have shown a greater reduction in bacterial vegetation
titers when the aminoglycoside is administered by multiple-dosing regimens than
by once-daily administration (80).

New Antimicrobials and Formulations
Identification of the PK/PD indice and its magnitude required for efficacy has
proven useful for selecting the dosage regimen for Phase II to III clinical trials of
new antimicrobials. For example, the 14:1 amoxicillin-clavulanate formulation was
designed to enhance the time serum concentration exceeded MICs of 4 and 8 mg/L
in both S. pneumoniae and H. influenzae. Double tap studies in young children have
confirmed its efficacy against these strains (53).

Susceptibility Breakpoint Determinations
The Subcommittee on Antimicrobial Susceptibility Testing of the Clinical Labora-
tory Standards Institute (CLSI, formerly National Committee for Clinical Labora-
tory Standards) has incorporated PDs as one of the factors to consider when
establishing susceptibility breakpoints (81). For example, PD breakpoints for
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b-lactam antibiotics against S. pneumoniae would be defined as the highest MIC,
following normal dosage that serum concentrations would exceed for at least 40%
of the dosing interval. Table 3 compares the old and new susceptibility break-
points of several oral b-lactams for S. pneumoniae with the PD breakpoints
predicted from serum concentrations in children and adults. The two values for
cefaclor and cefprozil reflect the difference in serum levels between different
formulations or between children and adults. The CLSI breakpoints are identical
to the PD breakpoints. A similar analysis was used to increase the breakpoint for
ceftriaxone and cefotaxime for nonmeningitis infections produced by S. pneumo-
niae, such as pneumonia. More recent studies also suggest that the current third-
generation cephalosporin breakpoints for Enterobactericeae are too high and need
to be lowered two-to fourfold (39).

Guidelines for Empirical Therapy
Because the magnitude of PK/PD indices determined in animal infection models can
be predictive of antimicrobial efficacy in human infections, it is easy to understand
why PDs are being used more and more in establishing guidelines for empirical
therapy. Recently published guidelines for otitis media, acute bacterial rhinosinusitis,
and community-acquired and nosocomial pneumonia have used the ability of
antimicrobials to reach the magnitude of PK/PD indices required for efficacy for
both susceptible pathogens and those with decreased susceptibility to rank or select
antimicrobials for empirical therapy of these respiratory infections (55,82,83).

Formulary Development
There are two major ways of using PD data for formulary development. In one
method, PD susceptibility breakpoints are determined and then used to identify
the percentage of potentially resistant strains. For example, the incidence of
resistance with strains of S. pneumoniae, H. influenzae, and Moraxella catarrhalis for
multiple oral antibiotics can be used to select certain drugs for the formulary to
treat common respiratory infections (83). The use of local susceptibility data
increases the accuracy of the drug decisions. In another method, Monte Carlo
simulation, which integrates variability in PKs and MIC with the PK/PD indice
for efficacy, is used to estimate the probability of PK/PD target attainment (84).
Drugs with dosing regimens that give high PK/PD target attainment are then
selected for the formulary.

TABLE 3 Pharmacodynamic and New and Old Clinical Laboratory Standards Institute
(or Food and Drug Administration) Susceptibility Breakpoints for Oral b-Lactams with
Streptococcus pneumoniae

Drug
Old CLSI or FDA
breakpoint (mg/L)

Pharmacodynamic
(T < MIC > 40%) breakpoint (mg/L)

New CLSI
breakpoint (mg/L)

Amoxicillin 0.5 2 2
Cefaclor 8.0 0.5–1 1
Cefuroxime 0.5 1 1
Cefprozil 8.0 1–2 2
Cefpodoxime 0.5 0.5 0.5

Abbreviations: CLSI, Clinical Laboratory Standards Institute; FDA, Food and Drug Administration; MIC, minimum
inhibitory concentration.
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SUMMARY

Studies over the past 25 years have demonstrated that antibacterials and antifun-
gals can vary markedly in their time course of antimicrobial activity. Three
different patterns of antimicrobial activity are observed. Specific PK/PD indices,
such as the peak/MIC and AUC/MIC ratios and the time above MIC, have also
been shown to be major determinants of in vivo efficacy. The magnitude of the
PK/PD indices required for efficacy are relatively similar in animal infection
models and human infections and are largely independent of the dosing interval,
the site of infection (except for pneumonia), the drug used within each antimicro-
bial class (providing free drug PK/PD indices are used), and the type of infecting
pathogen. However, additional studies are needed to extend current observations
to other antimicrobials and organisms and to correlate PK/PD indices with
therapeutic efficacy in a variety of animal infection models and human infections.
PDs has many applications including use for establishing optimal dosing regimens
for old drugs, for developing new antimicrobials and formulations, for setting
susceptibility breakpoints, and for providing guidelines for empirical therapy and
formulary development.
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INTRODUCTION

The main parameters used today to indicate whether the use of an antimicrobial
will have a reasonable probability of success are the classifications “resistant” (R)
and “susceptible” (S), based on the minimum inhibitory concentration (MIC), either
directly by various dilution methods or by disk diffusion. For clinicians, this
categorization is important, because the choice of therapy is often guided by these
reports from the clinical microbiology laboratory. Supposedly, if a microorganism
is categorized as S to an antimicrobial agent, there is a reasonably good probability
of success when the patient is treated with that antimicrobial agent, while failure of
therapy is more likely when an isolate is categorized as R. The “intermediate” (I)
category is used for various purposes, but mainly to indicate a degree of uncertainty
in response or dose dependency. However, the criteria used for categorization are
less clear, and the meanings of S, I, and R have varied over time and place. Over the
last decade, pharmacodynamics (PDs) has started to play a major role in distin-
guishing the S, I, and R categories. Because concentration–effect relationships
became increasingly apparent and could be described in a meaningful manner,
drug exposures indexed to MIC that result in a high probability of clinical success
could be ascertained. In addition, it was increasingly appreciated that not all
patients are created equal and that large differences in pharmacokinetic (PK)
behavior between patients do exist. The use of a statistical technique called Monte
Carlo simulation (MCS) (1,2) is now utilized to account for PK variation inherent in
human populations. In this chapter, we will discuss the meaning of S, I, and R in a
historical context as well as provide the current view, based on PK–PD
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relationships. Both the European Committee on Antimicrobial Susceptibility Test-
ing (EUCAST) (3) and the Clinical and Laboratory Standards Institute [CLSI,
formally known as the National Committee for Clinical Laboratory Standards
(NCCLS)] consider PK–PD data in the selection of susceptibility breakpoints (4).

HISTORY

Initially, isolates were categorized as S or R largely based on MIC frequency
distributions. Oftentimes, MIC distributions were bimodal, with the MIC values of
wild type (WT) or S subpopulations surrounding one mode, and the MIC values
of the subpopulation with a resistance determinant surrounding the other mode.
The term “susceptibility breakpoint,” which was first used in the report of an
International Collaborative Study on Antimicrobial Susceptibility Testing by Erics-
son and Sherris in 1971 (5), is the drug concentration that separates the WT
subpopulation from that with a resistance determinant. Although this report, a
hallmark in methodology and interpretation of susceptibility testing, ended with
recommendations on categorization of sensitivities, the views from various per-
sons and societies differed too much to reach a global consensus on the clinical
meaning of these categories.

United States
In the early 1970s, the first susceptibility breakpoint document was published by
the NCCLS. As noted above, these susceptibility breakpoints tended to be based
solely upon frequency distributions that allowed one to set a susceptibility break-
point that would separate apparent S strains from R strains. As these susceptibility
breakpoints were meant to assist physicians in the selection of antimicrobial
therapies for patients, the NCCLS in the mid-1980s published a guidance docu-
ment (M23-A) for the development of interpretive criteria that included the
requirement to also evaluate clinical and microbiological outcomes of antimicro-
bial therapy by MIC of the causative organism. In 2001, an updated guidance
document (M23-A2) was published that outlined the manner in which suscept-
ibility breakpoints are currently determined by CLSI. There are three types of data
considered: microbiologic, PK–PD, and clinical outcome data. The process utilized
by the CLSI today is described in detail later in this chapter.

Europe
Following the report of Ericsson and Sherris, it soon became apparent that
consensus on antimicrobial susceptibility testing (AST) could not be reached.
Several national committees evolved in Europe. In general, the process of estab-
lishing susceptibility breakpoints in Europe has been more or less the opposite to
that in the United States. Most of the committees were, apart from creating
reproducible AST methods, primarily interested in providing susceptibility break-
points, which could be used to predict clinical and bacteriological efficacy based
on serum concentrations achieved in patients. In most cases, the duration of time
that the free fraction (non–protein-bound, see below) remained above a certain
concentration was considered to be the susceptibility breakpoint (Table 1). With
few exceptions, notably the Swedish Reference Group of Antimicrobials (SRGA) in
Sweden and the British Society of Antimicrobial Chemotherapy (BSAC) in the
United Kingdom, the European committees did not take into account the fact that
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the splitting by susceptibility breakpoints of natural population MIC distributions
in combination with the limited reproducibility of the assays resulted in poor
reproducibility of the S, I, and R categorization and thus in potential errors in
clinical practice. Because of the different approaches in Europe, susceptibility
breakpoints differed between countries. Table 1 compares criteria used until 2001
by six national committees in Europe.

Despite differences in approach, susceptibility breakpoints often do not differ
more than by a factor of two and are in general more similar to each other than to
those of the CLSI. Since 2002, the EUCAST is in the process of systematically
harmonizing breakpoints in Europe (3), and since 2005, it determined susceptibil-
ity breakpoints for new drugs as part of the European regulatory process. This is
part of an agreement with the European Medicines Agency (EMEA). Importantly,
this precludes differences between susceptibility breakpoints set by regulatory
authorities and professional bodies (12). For each antimicrobial or group of
antimicrobials, EUCAST describes the background and rationale for the break-
points. European breakpoint tables, decisions, and rationale documents are pub-
lished on the EUCAST (13) and in Clinical Microbiology and Infection as “EUCAST
Technical Notes” (12).

CONCENTRATION–EFFECT RELATIONSHIPS OF ANTIMICROBIALS

The relationship between antimicrobial concentrations and effect has been eluci-
dated over the last three decades. In the 1970s and 1980s, it was recognized that
there are two major groups of antimicrobial agents, each displaying different
patterns of bactericidal activity in in vitro time–kill curve experiments (14,15). The
first pattern was characterized by time-dependent killing, which is maximal at
relatively low drug concentrations. Concentrations much higher than the MIC
value did not result in increased bacterial killing over the time course of the
experiment, which is usually 24 hours. These antimicrobials are sometimes
referred to as “concentration-independent” agents. The second pattern of bacter-
icidal activity consists of concentration-dependent killing over a wide range of

TABLE 1 Susceptibility Breakpoint Systems Used in Various Countries in Europe Until 2001

Country Committee References

France CASFM Formula based on PK:
(Cmax/3 þ Ct1/2 þ C4h)/3 · (1 – k)a

6

Great Britain BSAC Formula based on PK: Cmax · f · s/(e · t)b 7
Netherlands CRG 70–80% T>MIC for non–protein-bound fraction 8
Sweden SRGA PK profile and frequency distribution,

species-specific breakpoints
9

Norway NWGA 67% T>MIC 10
Germany DIN PK profile, frequency distributions, efficacy 11
aCmax, maximum concentration; Ct1/2, concentration in serum after one half-life; C4h, minimum quantity obtained
over 4 hr period that corresponds approximately to 10 bacterial generations; k, degree of protein binding.

bCmax, maximum serum concentration at steady state, usually 1 hr postdose; e, factor by which Cmax should
exceed MIC (usually 4); t, factor to allow for serum half-life; f, factor to allow for protein binding; s, shift factor to
allow for reproducibility and frequency distributions (usually 1).
Abbreviations: BSAC, British Society of Antimicrobial Chemotherapy; CRG, Commissie Richtlijnen Gevoeligh-
eidsbepalingen; CASFM, Committee for Antimicrobial Testing of the French Society of Microbiology; DIN,
Deutsches Institut fur Normung; MIC, minimum inhibitory concentration; NWGA, Norwegian Working Group on
Antimicrobials; PK, pharmacokinetic; SRGA, Swedish Reference Group of Antimicrobials; T>MIC, duration of time
the drug concentration remains above the MIC value.
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drug concentrations (“concentration-dependent antimicrobials”). The major
impasse before the 1990s had been that these concentration–effect relationships in
vitro were determined at static drug concentrations, while during therapy,
systemic drug concentrations change over time due to PK processes (i.e., absorp-
tion, distribution, metabolism, and elimination of drugs from the body). By
integrating PK with PD properties of the drug–microorganism interaction, PK–PD
relationships could be established and subsequently used for evaluating dosing
regimens, development of new drugs, and the setting of susceptibility breakpoints.
Thus, today, we recognize that the effect of changing drug concentration over time
is fundamentally different for various classes of antibiotics, and in most cases, is
directly related to the pattern of bactericidal activity (16).

As can be observed from Figure 1, the concentration–time curve of a drug
possesses three major characteristics or PK–PD indices: the ratio of the peak or
maximal concentration (Cmax) to the MIC value of the drug to the pathogen (Cmax:
MIC), the ratio of the area under the concentration–time curve at 24 hours (AUC)
to the MIC value of the drug to the pathogen (AUC:MIC), and the duration of
time the drug concentration remains above the MIC value of the drug to the
pathogen (T>MIC).

By using different dosing regimens in animal models of infection and in
dynamic in vitro PK–PD models, and by varying both the frequency and the dose
of the drug, it has been shown that there is a clear relationship between a PK–PD
index and efficacy. A more extensive discussion of this subject can be found in
Chapter 1. In general, for concentration-dependent drugs, there is a clear relation-
ship between the AUC:MIC ratio and/or Cmax:MIC ratio and efficacy, while for
time-dependent drugs, it is the T>MIC that is best correlated with effect. However,
for drugs that exhibit prolonged delays in regrowth after drug exposure, the AUC:
MIC ratio correlates best with efficacy. An example is shown in Figure 2.

For levofloxacin, there is a clear relationship between AUC:MIC ratio and
effect, while hardly any relationship exists for the T>MIC.

As can be observed from Figure 2, the relationship between PK–PD index
and effect (AUC:MIC ratio value in this example) can be described by a sigmoid
curve. One of the characteristics of a sigmoid curve is that at some exposure, there
is maximum effect: Higher exposures do not result in significantly larger effects.
Alternatively, little is gained by increasing values of 90% of the Emax, and this
value therefore is also often used as an indicator value. Numerous studies in vitro
(18–22) and in animals (23–32) and clinical studies (33–37) have shown that a
maximum effect or 90% of Emax for quinolones is reached at AUC:MIC ratios of

PEAK

AUC

TIME > MIC

MIC

FIGURE 1 Diagram of a concentration–
time curve showing the PK parameter’s
peak (or Cmax) and AUC. The PK–PD
indices are derived by relating the PK para-
meter to the MIC. AUC/MIC, Cmax/MIC,
and T>MIC. Abbreviations: AUC, area under
the concentration–time curve at 24 hours;
MIC, minimum inhibitory concentration; PD,
pharmacodynamic; PK, pharmacokinetic;
T>MIC, duration of time the drug concentra-
tion remains above the MIC value.
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FIGURE 2 Relationship between T>MIC

(upper panel), AUC (middle), and peak
(lower) of levofloxacin in a mouse model
of infection with Streptococcus pneu-
moniae as obtained by various dosing
regimens and efficacy, expressed as
cfu. The best relationship is obtained
with the AUC; the curve drawn repre-
sents a model fit of the Hill equation
with variable slope to the data. Abbre-
viations: AUC, area under the concen-
tration–time curve at 24 hours; CFU,
colony-forming; MIC, minimum inhibitory
concentration; T>MIC, duration of time
the drug concentration remains above
the MIC value. Source: From Ref. 17.
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the unbound fraction of the drug of around 100 for infections caused by gram-
negative rods and 30 to 40 for Streptococcus pneumoniae, and that these values are
consistent within the class of quinolones. Since the objective of treating patients is
to treat them optimally, this translates in, when administering antimicrobials to a
patient to treat an infection, the AUC of the antimicrobial administered in relation
to the MIC of the microorganism causing the infection, a value of at least 100 for
gram-negative rods. Thus, when the dosing regimen of the antimicrobial is known,
the average AUC in the average patient can be determined, and subsequently, the
highest MIC a microorganism is allowed to have to result in an AUC/MIC ratio
of at least 100 can be calculated. This MIC would be a reasonable estimate of the
clinical susceptibility breakpoint. Higher MICs than this susceptibility breakpoint
would result in lower AUC/MIC ratios and thus have a lower probability of
successful treatment (R), while infections with microorganisms with lower MIC
values would have a higher probability of successful treatment (S).

It has to be mentioned that the Cmax:MIC ratio is at least as important in
predicting efficacy of fluoroquinolones as the AUC:MIC ratio. Several studies in
vitro, animal models, and human trials indicate that the minimum value for this
ratio should be between 8 and 12 (28,35,38). Similar to the argument used for the
AUC:MIC ratio, the susceptibility breakpoint would be the value where that ratio is
reached. Depending on whether the dataset contains Cmax:MIC ratios significantly
exceeding 8 to 12, the AUC:MIC ratio or the Cmax:MIC ratio prevails in best
correlating with efficacy (2,17). Part of this relates to the emergence of R subpopula-
tion. However, since most (the only exception being ciprofloxacin) quinolones are
given once daily, the colinearity between the AUC:MIC ratio and Cmax:MIC ratio is 1,
and it is impossible to ascertain which of those two indices prevails in significance.

USE OF PK–PD TO SET SUSCEPTIBILITY BREAKPOINTS
FOR QUINOLONES

An example of using PK–PD relationships in determining susceptibility break-
points is shown for the fluoroquinolones against gram-negatives in Table 2 (39,40).

The table shows the AUC values of several fluoroquinolones based on
dosing regimens commonly used. Importantly, the protein binding of the drug is
indicated as well, since it is only the free fraction of the drug that is active (see
below) (42,43). Using these figures, Table 2 shows the PD susceptibility break-
points of these fluoroquinolones based on the assumption that the AUC:MIC ratio
should be at least approximately 100 and the Cmax:MIC ratio at least 8 to 12. For
comparison, the CLSI susceptibility breakpoints are included as well (44). It is
evident that for most fluoroquinolones, the current CLSI susceptibility breakpoints
are relatively high when compared to PD susceptibility breakpoints. This is
especially true for the older drugs, since PK–PD relationships are increasingly
taken into account in setting susceptibility breakpoints for new drugs. As a
consequence, there are inconsistencies when comparing the susceptibility break-
points of various quinolones from the PK–PD point of view.

USE OF PK–PD TO SET SUSCEPTIBILITY BREAKPOINTS
FOR b-LACTAMS

Another approach was taken by Andes and Craig (45). In a mouse model of
infection with impaired renal function, they simulated human dosing regimens of
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amoxicillin and amoxicillin/clavulanate, and looked at the effect of these dosing
regimens on infections with S. pneumoniae with increasing MIC values. Infections
with strains having an MIC of 2 mg/L or lower responded well to therapy, while
infections with strains having MIC values of 4 mg/L or higher resulted in hardly
any effect. In terms of time above MIC, the strains that responded well provided
drug levels that exceeded the MIC for at least 40% of the dosing interval. Partly
based on this study, the CLSI S breakpoint for amoxicillin was changed from 0.5
to 2 mg/L (44).

Free-Drug Level Is Used for Determination of the PK–PD Index:
The Importance of Protein Binding and the Value of Tissue Levels
Although the importance of protein binding for clinical outcome of infections has
been a matter of debate in the past, current evidence clearly demonstrates that it is
only the unbound, free fraction of the drug that is active. In as early as 1947, it was
shown that there was a relationship between the degree of protein binding and the
ability of various penicillins to kill Staphylococcus aureus (46). Later, when the MIC
became a standard measure of in vitro AST, Kunin in a classical experiment deter-
mined the MICs in broth with and without serum of various b-lactam antibiotics,
with degrees of protein binding varying from 20% (ampicillin) to more than 90%
(cloxacillin) (47). The MICs in broth with serum were higher than in broth alone in
proportion to the degree of protein binding. In addition, calculating the free fraction
of the drugs in the wells with serum added corresponded well to the MIC values in
broth alone. Controversies remained until it became apparent that the efficacy of
antimicrobial therapy could be correlated to PK/PD indices. The effect of protein
binding can be studied in animal models of infection by determining the magnitude
of the PK/PD index of an antimicrobial required to produce a certain effect over
24 hours based on both the total and the free concentrations of the drug. Examples
are shown in Table 3 for several cephalosporins and Figure 3 for quinolones.

Both the table and the figure clearly show the concordance in the PK/PD
index values needed to reach a bacteriostatic effect for the free fraction of the drug.

TABLE 2 PK Parameters and Susceptibility Breakpoints of Eight Fluoroquinolones Based on
Dosing Regimens Generally Useda

Protein
binding (%)

S
(susceptibility
breakpoint)

Fluoroquinolone Regimen Cmax (mg/L) AUC (mg hr/L) PD CLSI

Ciprofloxacin 500 mg/12 hr 2.8 22.2 22 0.25 1
Sparfloxacin 200 mg/24 hr 0.6 16.4 45 0.125 0.5
Levofloxacin 500 mg/24 hr 5.2 61.1 30 0.5 2
Ofloxacin 200 mg/12 hr 2.2 29.2 30 0.25 2
Grepafloxacin 400 mg/24 hr 0.9 11.4 50 0.125 1
Trovafloxacin 200 mg/24 hr 2.2 30.4 70 0.125 1
Moxifloxacin 400 mg/24 hr 4.5 48.0 40 0.5 –

Gatifloxacin 400 mg/24 hr 3.5 32.8 20 0.5 –

aThe susceptibility breakpoints based on an AUC/MIC ratio of 100 hr and a Cmax/MIC ratio of 8 to 12 are
indicated in the PD column.
Abbreviations: AUC, area under the concentration–time curve at 24 hours; CLSI, Clinical and Laboratory Standards
Institute; Cmax, maximum concentration; MIC, minimum inhibitory concentration; PD, pharmacodynamic.
Source: From Refs. 40, 41.
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In the case of the cephalosporins with very low protein binding, ceftazidime,
cefpirome, and cefotaxime all display values of 38% to 40% T>MIC, while if total
concentrations of ceftriaxone, with a protein binding of 76% in mice, is considered,
values needed are in the order of 70%. If the unbound fraction of ceftriaxone is
considered, the effect is consistent with the other cephalosporins. Similarly, the
AUC/MIC ratio needed for static effect of the highly protein-bound quinolones
gemifloxacin and garenoxacin is comparable to that of the other quinolones only
when the unbound fraction of the drug is taken into account.

The value of tissue levels depends on the methods used to measure them.
The most important aspect is that tissue consists of different compartments, in
general the intracellular and extracellular compartments, while the intracellular
compartment can be further categorized by the various cell organelles. Thus, when
tissue levels are determined by grinding up tissue and measuring the overall
concentration in the tissue homogenate, the concentrations found are not informa-
tive with respect to the concentration of the antimicrobial at the site of infection
(49,50). Since most bacterial infections are located in the extracellular compart-
ment, it is those concentrations that are of primary interest. For drugs that
are primarily distributed in the extracellular compartment, such as the b-lactams
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garenoxacin are highly protein bound while the other six quinolones have a much lower protein
binding. The effect of the free fractions and not total drug compare with each other. Abbreviations:
AUC, area under the concentration–time curve at 24 hours; MIC, minimum inhibitory concentration.

TABLE 3 Percentage over 24 hr of T>MIC [Mean (Range)] Required for a Static Effect After 24 hr
of Therapy with Four Cephalosporins in a Mouse Model of Infection for Enterobacteriaceae and
Streptococcus pneumoniae

Drug Enterobacteriaceae (%T>MIC) S. pneumoniae (%T>MIC)

Cefotaxime 38 (36–40) 38 (36–40)
Ceftazidime 36 (27–42) 39 (35–42)
Cefpirome 35 (29–40) 37 (33–39)
Ceftriaxone total 38 (34–42) 39 (37–41)
Ceftriaxone unbound fraction 72 (66–79) 64 (69–78)

Abbreviations: MIC, minimum inhibitory concentration; T>MIC, duration of time the drug concentration remains
above the MIC value.
Source: From Ref. 48.
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and aminoglycosides, concentrations in the extracellular compartment will be
underestimated by concentrations in tissue homogenates, while concentrations
in extracellular fluid of drugs, which are taken up by cells to a relatively low
(fluoroquinolones) or high (macrolides, azithromycin) extent, are overestimated by
tissue homogenates. Most antibiotics have been shown to reach the extracellular
fluid rapidly, and concentrations in extracellular fluid to be comparable to the
non–protein-bound concentration in serum or plasma (51,52), although there seem
to be some exceptions such as cerebrospinal fluid (CSF) and epithelial lining fluid
(ELF) concentrations (53). Methods by which extracellular concentrations have
been determined include suction blisters (54), inflammatory blisters (55), and
threads (49). Recently, microdialysis techniques that measure only unbound-drug
concentrations are increasingly being used to obtain concentration–time profiles in
interstitial fluid (56–58). Thus, the strong relationship between unbound-drug
concentrations in serum or plasma and those in extracellular fluid explains the
good correlation found between unbound serum concentrations and in vivo effects
and the lack of correlation of these effects with tissue concentrations obtained in
homogenates. For intracellular infections, it is much less clear which concentra-
tions correlate with effect. Drugs may be bound or trapped within the cell, while
the activity of a drug intracellularly can also be distinctly different from that
observed extracellularly (59).

In conclusion, except for some intracellular infections, CSF infections, and
some lung infections where ELF concentrations are much higher than in serum or
plasma, it is the free fraction of the drug in serum or plasma that correlates best
with measures of in vivo efficacy. It should be emphasized that concentrations
measured locally at sites of infection cannot be used to establish breakpoints since
the quantitative relationship between local concentrations and effect is largely
unknown.

ONE SIZE DOES NOT FIT ALL: VARIATIONS IN MIC AND PKS

In the discussion above, the AUC:MIC ratio of 100 was used as a reference value to
determine tentative PK–PD susceptibility breakpoints for quinolones. However, the
AUC values used to calculate the susceptibility breakpoint were mean values of the
population, and within the population, there is variability in PK profiles. Thus,
approximately half the population will have AUCs lower than this value (for
instance, because of a higher than average clearance) and the other half will have a
higher value, the extent being described by the variance. In a similar fashion, the MIC
measurement has a certain margin of error, and in general is at least one twofold
dilution. Both these variations result in PI values that will differ for each specific case
and should be accounted for when determining susceptibility breakpoint values.

THE MIC

For over 50 years, no agreement could be reached over a standard methodology
for MIC testing. In the earlier mentioned reference of Ericsson and Sherris (5),
there appeared to be some consensus on using twofold dilutions and on including
the concentration 1.0 mg/L. However, the medium, incubation times, volume,
temperature, and other variables were still a matter of debate. In addition, because
not all bacteria grow in standard media, numerous variations have been listed for
various microorganisms. These methods are described in various countries by
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their organizations in conjunction with breakpoint tables from the official organi-
zation in the various countries. As an example of the differences, the CLSI method
included an incubation temperature of 35�C in Mueller Hinton Medium and an
inoculum of 5 · 105 cfu/mL, while the BSAC uses Iso Sensitest, 35�C to 37�C and
an inoculum of 105 cfu/mL (60). For some microorganisms and antimicrobials, the
conditions under which the tests are performed matter more than for others. For
example, aminoglycoside and macrolide activity is influenced by pH and incuba-
tion atmosphere, and aminoglycoside activity also by the concentration of cations.
It is therefore sometimes difficult or even impossible to compare MIC results.

In 2002, an initiative was taken by the European Committee on Standardiza-
tion (CEN) to agree on a reference method for susceptibility testing. Through the
Vienna Agreement, this was brought to the International Standards Organization
(ISO) in 2004, and in 2006, all member states had agreed on a reference method
for susceptibility testing of rapidly growing aerobic bacteria. This method, a
microdilution method, is currently available from the ISO as ISO 25572-1. The
document is based on earlier published methods of CLSI (4) and EUCAST (61).
Thus, all future results of susceptibility testing should be calibrated to the
reference method. Currently, a separate document that describes the calibration
procedure is in the final stages of preparation (ISO 25572-2).

Irrespective of species (including Candidae), of where (country, point in time,
biological niche, etc.) the strains are obtained, and of antimicrobial drug (including
antifungal drugs), distributions of MIC values for strains without resistance
mechanisms to the drug in question look very similar. MICs distribute over three
to five dilution steps, typically as for Escherichia coli and ampicillin, 0.5 to 8 mg/L,
as for S. pneumoniae versus benzylpenicillin, 0.008 to 0.064 mg/L, or as for
S. aureus and vancomycin, 0.5 to 2 mg/L. The EUCAST has described this
particular feature as the “WT MIC distribution.” An example is shown in Figure 4
[and MIC distributions for most antimicrobials and microorganisms can be found
on the website of EUCAST (13)].

Repeated MIC determination of any such strain produces an MIC distribu-
tion very similar to the distribution of consecutive different strains, indicating that
the biological variation in the susceptibility to an antibiotic among strains without
resistance mechanisms to the antibiotic is limited. This, taken together with the
characteristic reproducibility of MIC determination, that is, plus–minus one dilu-
tion step around the mean, underlines the need to avoid setting breakpoints that
divide WT distributions of important target microorganisms. Such breakpoints
invite poor reproducibility of S, I, and/or R categorization.

Microorganisms that have higher MICs than those in the WT distribution
can be expected to possess a resistance mechanism that may or may not be
clinically significant. EUCAST distinguishes between WT and nonwild type
(NWT) by defining an epidemiological cutoff (ECOFF) value (WT�X mg/L;
NWT >X mg/L). The ECOFF value is defined for the drug and the species and
relates to the graphic representation of WT MIC distribution. In the EUCAST
graphs, the ECOFF is shown in the lower left hand corner (Fig. 4). By making a
distinction between ECOFFs and clinical breakpoints, one of the old controversies
of susceptibility breakpoint determination was solved (3).

To summarize this part of determining susceptibility breakpoints: (i) decide
on target species for the drug, (ii) define the WT MIC distributions for target
species, and (iii) for each species, determine which concentrations would constitute
inappropriate breakpoints since they would split target species MIC distributions.

30 Mouton et al.



The second issue is the indication of the drug. At present, this is not yet
consistently implemented in the registration processes of the Food and Drug
Administration (FDA) and the EMEA. It is clear, however, that “if” the PD
relationship is apparent “and” the MIC distribution is known “and” the dosing
regimen is known by default in the registration process, a conclusion can and
should be drawn as to the possible indication of the antimicrobial. If the prob-
ability of target attainment is too low under the conditions mentioned, it should
not be used unless there is compelling other evidence, for instance proven clinical
efficacy.

THE APPLICATION FOR MCS IN SETTING
SUSCEPTIBILITY BREAKPOINTS

When PK–PD indices are being used as values for the determination of suscept-
ibility breakpoints to predict the probability of success of treatment, this should be
true not only for the population mean, but also for each individual within the
population. Since the PK behavior differs for each individual, the PK part of the
PD index differs as well. An example is given in Figure 5.

The figure shows the proportion of the population reaching a certain concen-
tration of ceftazidime after a 1 g dose. It is apparent from Figure 5 that there are
individuals with a T>MIC of 50%, while others have, with the same dosing regimen,
a T>MIC of more than 80%. One should be concerned about particularly individuals
who have lower values than average reaching a PD target, since if these patients
have an infection with a microorganism having an MIC at the susceptibility
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breakpoint level, it may be reported as susceptible, while the PK–PD index value
for that particular individual may be suboptimal or even result in a different
categorization. Thus, when using the relationship between PK–PD index and
efficacy, the susceptibility breakpoint should be chosen after taking this interindivi-
dual variation into account.

Realizing this problem, Drusano et al. presented an integrated approach of
population PKs and microbiological susceptibility information, at the FDA anti-
infectives product advisory committee (1,2). The first step in that approach is to
obtain estimates of the PK parameters of the population, using population PK
analysis. These data can be obtained, for instance, from participants in Phase 1, 2,
and/or 3 studies. Importantly, not only the estimates of the parameters are
obtained, but also the estimates of variation. When these estimates are obtained,
they are applied to simulate multiple concentration–time curves by performing
MCS. This is a method that takes the variability in the input variables into
consideration in the simulations (62). For each of these curves generated, which
are all slightly different because the input parameters vary to a degree in relation
to the variance of the parameters, the value of the PK–PD index is determined.
The last step is to calculate the probability of target-attainment rate for various
values of the PK–PD index. If the PK–PD index–effect relationship is known, this
provides a tool for setting susceptibility breakpoints. This approach has been used
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now by several authors (2,63–71). An example is shown in Table 4 for two dosing
regimens of ceftobiprole (BAL9141), a cephalosporin recently under clinical
investigation.

The table shows the target-attainment rates of ceftobiprole for several values
of T>MIC. For instance, the simulation shows that for the 750 mg every 12 hour
regimen, a probability of target attainment of 100% is achieved at 40% fT>MIC for
microorganisms with an MIC of 4 mg/L. Since experimental studies have shown
that 40% fT>MIC results in adequate efficacy, it is inferred that infections caused by
microorganisms with an MIC of 4 mg/L or lower should be adequately treated
with this particular dosing regimen, at least if they are devoid of resistance
mechanisms.

The approach can be taken one step further by incorporating the frequency
distribution of MIC values of the target pathogen. By multiplying the target-
attainment rates and relative frequency of target pathogens, the fraction of
response is obtained at each MIC, and by cumulating these, the cumulative
fraction of target attainment is obtained. In this fashion, not only is the variability
in PK parameters considered, but also the variance in susceptibility in the target
pathogen population. The major drawback of this approach is that the MIC
frequency distribution of the target microorganism population has to be unbiased
and this almost never is the case. The cumulative frequency of target attainment
can be very useful, however, in the development phase of a drug to determine
whether the response is sufficiently adequate for further follow-up. For instance,
Drusano et al. showed that the cumulative fraction target attainment for a 6 mg/
kg dose of everninomycin would be 34% given the priors in the simulations, and
thereby concluded that further development of the drug was not justified (2).

After MCS has been performed, the results need to be interpreted. This is a
somewhat gray area where opinions differ. Importantly, it should be realized that
MCS is a tool that can be used in the decision-making process and does not give a
final answer or outcome that cannot be reasonably disputed (see below). The first
and foremost question that can be asked is: what is the probability of cure that
one would hope to attain, given the susceptibility breakpoint? Ideally, the suscept-
ibility breakpoint is set in such a way that MIC values at the susceptibility

TABLE 4 Probability of Target Attainment (%) for Two Dosing Regimens of Ceftobiprole Using
Data from Human Volunteersa

Dosing regimen
(MIC mg/L)

250 mg q12h 750 mg q12h

30% 40% 50% 60% 30% 40% 50% 60%

0.5 – – 100 100 – – – –

1 – 100 99 71 – – – 100
2 100 59 3 0 – – 100 99
4 0 0 0 – 100 100 78 15
8 – – – – 69 3 0 0
16 – – – – 0 0 – –

32 – – – – – – – –

PTA 100% 2 1 0.5 0.5 4 4 2 1
aProbability of target attainments (PTA) are displayed for 30, 40, 50, and 60% fT>MIC.
Abbreviations: MIC, minimum inhibitory concentration; T>MIC, duration of time the drug concentration remains
above the MIC value.
Source: Modified from Ref. 66.
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breakpoint or below (for CLSI susceptibility breakpoints, below the susceptibility
breakpoint) indicate 100% probability of cure for the target population. Taking the
WT population distribution into account, the minimum requirement thus would
be a 100% probability of target attainment at the WT cut-off. This is almost never
the case for the antimicrobials currently available. However, this approach can be
used in the selection of doses to be used during the development of a drug (see
above).

Another approach that is used by the EUCAST is to construct a plot of the
probability of PK–PD target-attainment distribution. This comprises a graphical
representation of the MIC as a function of the PK–PD index with the median as
well as 95% and 99% confidence intervals (Fig. 6).

The susceptibility breakpoints follow from the intersection of the horizontal
line representing the MIC and the lower limit of the confidence interval. One of
the advantages of this method over using tables is that decisions can easier be
made on the distribution as a whole and consequences of lower or higher
susceptibility breakpoints can be observed immediately. This also applies to
varying the target values that are used. Using a graphical representation of the
table in conjunction, for one or two targets, with an MIC distribution, as is often
done, precludes using different targets. Whatever one decides, the outcome of that
decision is as good as the premise (see below).

The Weaknesses of MCS
Although MCSs provide insight into the effects of the variability in the population
on the validity of susceptibility breakpoints and provide a tool to take this variation
into account in setting susceptibility breakpoints, they have two distinct short-
comings. The first one is the assumption that the PK–PD value used to determine
the target-attainment rates and thereby select the susceptibility breakpoint is the
true value, which of course it is not, because the true value is unknown. For
instance, the target value for the AUC is usually taken as 100 to 125 for gram-
negatives, because that value has been found in various studies as discriminative
between groups of patients responding to therapy and those who did not for
infections. However, there are several reports that in some cases, higher values are
clearly necessary, while lower values have also been described. While in the first
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study, published by Forrest et al. (34), 125 (notably, total drug) was the cutoff value
below which the probability of cure was distinctly lower, values above 250 hours
resulted in a faster cure rate. Thus, although the final effect was more or less equal
for patients with AUC/MIC values of 125 and above, the rate at which the effect
was achieved differed. Similarly, although the current assumption is that the PK–
PD index value necessary for (bacteriological) cure is similar for most infections,
this is not necessarily true. For instance, it has been shown that PK–PD index values
needed to reach a maximum effect in sustained abscesses are higher (72). Thus, the
target value may be different by microorganism as well as by clinical indication.

When results of animal infections are used for breakpoint determinations,
the target resulting in bacteriostasis in neutropenic mice is usually used. This is
especially true for drugs and microorganisms where the magnitude of the PK/PD
index is significantly reduced by the presence of neutrophils. When this does not
occur, as for b-lactams with pneumococci and for most drugs with gram-negative
bacilli, a target that results in more killing, usually 1 to 2 log10 cfus over 24 hours,
is used.

The second shortcoming is the input of the PK data used for simulation. The
output of the simulations is directly dependent on the PK parameter values and
their measures of dispersion used for input. Thus, if PK data are used from a small
group of healthy young male volunteers obtained in Phase 1 or Phase 2 studies,
the simulations will be biased toward relatively low target-attainment rates,
because the elimination rate of most drugs is higher in volunteers than in the
average patient. On the other hand, there are patient groups such as patients with
cystic fibrosis who are known to have higher clearances for most drugs, and
specific analyses have been made for such specific patient groups (65). Mouton
et al. compared the results of MCSs of ceftazidime for three different populations:
healthy volunteers, patients with cystic fibrosis, and intensive-care patients.
Although there were differences at the extremes of the distribution, the general
conclusion was similar for the patients and the volunteers.

THE USE OF CART® ANALYSIS AND OTHER TOOLS TO DETERMINE
THE PI SUSCEPTIBILITY BREAKPOINT VALUE

The rate at which we are accumulating knowledge from analyses of PK–PD data
derived from well-controlled clinical studies is accelerating. Typically, exposure–
response analyses utilize a variety of statistical techniques such as univariate and
multivariate logistic regression, as well as recursive partitioning (also known as
tree-based modeling or classification and regression tree analysis). The latter tool
is an exploratory nonparametric statistical algorithm that can accommodate con-
tinuous numeric data, such as AUC:MIC ratio values, or categorical data, such as
clinical success or failure, as either independent or dependent variables.

For a categorical-dependent variable such as clinical response, recursive
partitioning can be used to identify threshold values in an independent continuous
variable such as AUC:MIC ratio such that impressive differences in response for
patients with AUC:MIC values above and below a threshold can be seen. The
results of recursive partitioning can then be used to inform decisions for construct-
ing categorical-independent variables, the significance of which can then be tested
in univariate or multivariate logistic regression analyses.

One of the first exposure–response analyses of clinical data that utilized both
multivariate logistic regression and recursive partitioning was done by Forrest
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et al. (34). Intravenous ciprofloxacin was studied in critically ill patients with
pneumonia involving predominantly Enterobacteriaceae and Pseudomonas aeruginosa.
Multivariate logistic regression analyses identified the AUC0–24:MIC ratio as being
predictive of clinical and microbiological response (P < 0.003). Recursive partition-
ing identified a threshold AUC0–24:MIC ratio value of 125. Patients in whom an
AUC0–24:MIC ratio of 125 or greater had a significantly higher probability of a
positive therapeutic response than those patients in whom lesser exposures were
attained. As ciprofloxacin is approximately 25% bound to serum proteins, this
value corresponds to a free-drug AUC0–24:MIC ratio of 90 to 100.

Similar relationships have been found between the AUC0–24:MIC ratio and
response in the neutropenic murine infection model. For instance, Drusano et al.
demonstrated that for levofloxacin and P. aeruginosa, a total-drug AUC0–24:MIC
ratio of 88 in immunosuppressed mice was associated with a 99% reduction in
bacterial burden (73); Craig et al. showed that for fluoroquinolones and primarily
gram-negative bacilli in immunosuppressed animals, the AUC0–24:MIC ratio was
predictive of survival (Fig. 4) (74).

Although ultimately the best arbiter of the appropriateness of a dose regi-
men is therapeutic response data obtained from well-controlled clinical studies, as
can be seen in Table 5, there has been rather good concordance between PK–PD
animal studies and data from infected patients (75).

With the exception of telithromycin, the magnitudes of the PK–PD measure
necessary for clinical effectiveness were similar to those identified from animal data,
even across drug classes and across multiple clinical indications. As illustrated in
Table 5, the magnitude of exposure identified for a two log-unit reduction in bacterial
burden in immunocompromised animals was similar to the exposure threshold
associated with good clinical outcomes for patients with hospital-acquired pneumo-
niae associated with gram-negative bacilli treated with ciprofloxacin or levofloxacin.
Thus, it can be inferred that the exposure target in immunocompromised animals
predictive of an adequate response in humans with such pneumonias is, at a
minimum, two log-unit reduction in bacterial burden. This means that where human
exposure–response data are unavailable, we understand the PK–PD profile needed
in animals to attain clinical effectiveness in humans. Consequently, when such data
are missing, it may be reasonable to use animal data to inform decisions such as
susceptibility breakpoint recommendations.

USE OF PK–PD IN THE DEVELOPMENT OF ANTIMICROBIALS AND
SETTING OF TENTATIVE SUSCEPTIBILITY BREAKPOINTS

Since the importance of concentration–effect relationships is increasingly appre-
ciated, antimicrobials are now being developed using these relationships in two
ways. The first is in the early phase to determine the PK–PD index that best
correlates with effect in in vitro PK models and in animal models of infection, and
whether the values obtained to ensure a maximum effect are possibly achieved in
humans for those microorganisms that therapy is directed at, based on the
frequency distributions for those microorganisms. In the second phase, PK studies
in volunteers will generate estimates of PK parameters and measures of dispersion.
These values can then be used to simulate dosing regimens using MCS and obtain
target-attainment rates for various dosing regimens. Finally, the probability of
target attainment for each dosing regimen is compared to the frequency distribu-
tions of the target pathogens. The dosing regimen to follow-up in subsequent
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Phase 2/3 studies is the one that yields the greatest delta (difference) between the
probabilities of target attainment and dose-limiting toxicity. An example here is the
approach taken in the development of ceftobiprole, a new cephalosporin with anti-
MRSA activity (76). Table 4 shows the probabilities of target-attainment for two
simulated dosing regimens, 250 mg every 12 hours and 750 mg every 12 hours for
several values of T>MIC. Since the frequency distributions of the target pathogens
indicate that the highest MIC is 2 mg/L for most species and only rare isolates of
4 mg/L, the dosing regimen of 250 mg every 12 hours is clearly insufficient to
obtain target-attainment ratios nearing 100% for %T>MIC as low as 30%. Of the two
regimens, it is recommended that the 750 mg every 12 hours be used for follow-up
in clinical trials and 4 mg/L be the susceptibility breakpoint value in that situation.

This approach not only speeds up the development phase of the drug,
but also maximizes the probability that the dosing regimens to be used in Phase
2/3 clinical trials are effective and precludes in a certain respect the need for
classical dose-finding studies. Importantly, the dosing regimen is chosen on the
basis of an adequate probability of target attainment for target pathogens and thus
radically changes the way breakpoints are set. Earlier, dosing regimens were
applied and a susceptibility breakpoint was determined based on dosing regimens.
Now, a susceptibility breakpoint is set and the dosing regimen is selected based on
the susceptibility breakpoint.

THE CURRENT APPROACHES OF THE EUCAST AND CLSI
TO SUSCEPTIBILITY BREAKPOINT SETTING
The Current Approach of CLSI
The current process utilized by CLSI to set susceptibility breakpoints is outlined in
CLSI document M23-A2 (4). As previously noted, the manner in which suscept-
ibility breakpoints are currently determined has evolved over the past three
decades and undoubtedly will continue to evolve in the future as we gain greater
knowledge of the interactions of antimicrobial agents, microorganisms, and the
patient. Unlike EUCAST, CLSI publishes only clinical susceptibility breakpoints
and does not publish epidemiologic susceptibility breakpoints. As stated in the
CLSI Subcommittee on Antimicrobial Susceptibility Testing mission statement,
“The ultimate purpose of the subcommittee’s mission is to provide useful informa-
tion to enable laboratories to assist the clinician in the selection of appropriate
antimicrobial therapy for patient care.”

In an ideal world, one would be able to conduct well-designed clinical trials,
evaluate the response of the patient to therapy, and sort these data by the MIC of
the microorganism responsible for the infection. If one could do this, then the
determination of the susceptibility breakpoint could be determined almost exclu-
sively utilizing clinical data. Unfortunately, getting the answer solely from clinical
studies is unlikely for many reasons. First, there are many reasons why a patient
recovers from an infectious process and only one factor is the antimicrobial agent.
Second, institutional review boards are unwilling to allow subjects into a study if
the organism being treated is likely to be R to the antimicrobial being studied. As
a result of this, patients with infections associated with organisms with somewhat
higher MIC values are usually not included in clinical studies, making it impos-
sible to determine the true “susceptible” susceptibility breakpoint. For many of the
newer antimicrobial agents, there are few organisms that have higher MIC values;
therefore, it is difficult to gain valuable clinical experience in the treatment of
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infections with those organisms that would provide the most useful data in
determining the true susceptibility breakpoint.

As clinical data are unlikely to provide the answer, CLSI depends on
microbiologic data, animal modeling data, and PK–PD modeling data to deter-
mine the likely susceptibility breakpoint. The clinical data are then utilized
primarily as a means of confirming or fine tuning the susceptibility breakpoint.
The microbiologic data consist of distributions of organisms and their MIC values,
including a broad representation of organisms against which the antimicrobial
agent is likely to be used, strains with known resistance mechanisms, and strains
gathered from clinical studies. Animal modeling, which has been correlated with
clinical outcomes, allows one to determine the PK–PD target that would be
predictive of clinical outcomes. Once PK data are available and the targets
identified, one can utilize PD modeling to predict a susceptibility breakpoint.

The Current Approach of EUCAST
EUCAST has defined a procedure for determining breakpoints for new antimicro-
bials, which is also used for harmonizing and/or revising breakpoints for existing
antimicrobials.

1. Define dose or dosages. Consider an “intermediately susceptible” category
only for drugs with more than one dose.

2. Define target microorganisms.
3. Define WT MIC distributions for target microorganisms and their ECOFF

values.
4. Evaluate the PK properties of the drug and define a PK profile.
5. Evaluate the PD properties of the drug and define a PD profile.
6. Perform PK/PD modeling, including MCSs, to determine tentative

breakpoints.
7. Evaluate the tentative breakpoints in relation to known clinical efficacy and

WTs of target microorganisms. When necessary, to avoid dividing WT MIC
distributions, adjust the breakpoint one MIC concentration up or down and
explain in footnote.

8. Consult national breakpoint committees in Europe on EUCAST tentative
breakpoints.

9. For new drugs, consult EMEA rapporteur and experts; for existing drugs,
consult EUCAST General Committee (one representative per European
country), expert groups, and pharmaceutical and AST industry.

10. Get final decision on EUCAST breakpoints from the EUCAST Steering
Committee.

11. Finalize a rationale document for the antimicrobial drug or group of drugs:
(i) for new drugs, send to EMEA for formal decision; and (ii) for existing
drugs, get EUCAST steering committee decision.

12. Look up breakpoint table and rationale document on EUCAST website and
EUCAST Technical Note in CMI.

CONCLUDING REMARKS

In this chapter, we discussed the methods and approaches currently used to establish
clinical breakpoints of antimicrobials. From a historical perspective, the methods and
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interpretations used within various countries—very different a few decades ago—
tend to approach each other. This is not surprising, since the scientific background is
more and more elucidated and a consensus is therefore consistent with the develop-
ments in the field. While differences within Europe have largely disappeared, some
dissimilarity between EUCAST and CLSI remains. However, as science moves
forward, a worldwide consensus on breakpoints will be reached eventually.
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INTRODUCTION

There is a gap between antibiotic effects in the clinical setting and routine suscept-
ibility testing and/or traditional time-kill studies at fixed concentrations of anti-
biotics: both reflect the intrinsic antibiotic activity but ignore pharmacokinetics.
Being aware of these limitations, a way to simultaneously consider both factors was
first suggested in 1966 by O’Grady and Pennington (1). They developed an in vitro
model that simulates urinary excretion of antibiotics and exposes a bacterial culture
to clinically achievable urinary drug concentrations. Soon after, in 1968, Sanfilippo
and Morvillo (2) described another model that allows pharmacodynamic evaluation
of sulfonamides by in vitro simulation of their pharmacokinetics in human serum.
These innovative studies provided the impetus to further progress in this kind of
modeling over the subsequent 15 years. The achievements were so imposing,
especially in the area of model design, that a special meeting on the methodology
and evaluation of in vitro dynamic models was organized by the Paul Ehrlich
Society for Chemotherapy and the British Society for Antimicrobial Chemotherapy
(Bad Honnef, 1984). Over the next 10 years, in vitro dynamic models were used in
pharmacodynamic studies with many novel antibiotics, in particular those that
exhibit different pharmacokinetics but similar intrinsic activities. Most of these
studies demonstrated the very good potential of in vitro dynamic models rather
than providing clinically useful findings. However, this experience led to the sub-
sequent displacement of purely phenomenological studies by better designed, more
predictive studies that have been reported over the past 10 years.

Studies that utilize in vitro dynamic models have been reviewed with special
emphasis on the technical aspects of modeling (3–8). These aspects were discussed
in detail in an excellent recently published review (9). Given the fact that most
widely used models were designed in the 1970s and 1980s [early designs supplied
with processor-controlled pumps (10–13) can hardly be considered original], a
thorough review of technical issues is beyond the scope of this review. On the
other hand, the methodological aspects of pharmacodynamic studies with dynamic
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models have been reviewed much less frequently (5,6,14–16). For this reason,
methodology of pharmacodynamic studies using these models rather than their
design is the primary subject of this review.

PHARMACOKINETIC SIMULATIONS IN VITRO
Principles
The general principle of in vitro simulations of the desired pharmacokinetic profile
may be illustrated using the simplest example of monoexponential elimination of
drug given as a bolus. As with in vivo experience, when continuously diluted
drug in the blood is eliminated from the systemic circulation, a monoexponential
concentration decay in vitro may be provided by continuous dilution of drug-
containing medium keeping its volume (V) constant. Assuming first-order kinetics,
the rate of time (t)-dependent changes in the amount (A) of drug is directly
proportional to its concentration (C):

dA=dt ¼ �FC ð1Þ
where F is the flow rate.

Dividing both parts of Eq. (1) by V gives the respective differential equation
for the concentration rate:

dC=dt ¼ �FC=V ð2Þ
Its integration at the initial condition of C(0) ¼ C0 yields a monoexponential

equation:

CðtÞ ¼ C0 exp ð�ðF=VÞtÞ ð3Þ
Equation (3) is similar to the equation that fits drug pharmacokinetics in

vivo:

CðtÞ ¼ C0 exp ð�ðCl=VdÞtÞ ð4Þ
where Cl is the total clearance and Vd is the volume of distribution.

Thus, the flow rate and the volume of antibiotic-containing medium, i.e.,
terms F and V in Eq. (3), represent the total clearance and the volume of
distribution, respectively, terms Cl and Vd in Eq. (4). Therefore, to simulate a
monoexponential concentration–time course with the desired half-life (T½):

T1=2 ¼ ln 2Vd=Cl ¼ ln 2V=F ð5Þ
V, F or both V and F may be varied according to the following equations:

V ¼ FT1=2= ln 2 ð6Þ

F ¼ V ln 2=T1=2 ð7Þ
Drug amount (A0 or dose) that provides the desired initial concentration is

defined by the equation:
A0 ¼ V C0 ð8Þ
More complicated polyexponential pharmacokinetic profiles may be simu-

lated in a similar way; moreover, there is a strong link between the number of
compartments of the pharmacokinetic model and the number of units of the
respective in vitro dynamic model (17). However, the target polyexponential
concentration decay may be approximated by quasimonoexponential fragments.
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This is easily achieved by stepwise changing the flow rates, without complicating
the in vitro model. For example, biexponential concentration decay of cefuroxime
was approximated by four monoexponential profiles (18). Later on, biexponential
pharmacokinetics of a novel fluoroquinolone ABT-492, oritavancin, amoxicillin,
and levofloxacin as well as were approximated by two monoexponents (19–22),
and three-exponential pharmacokinetics of telithromycin were simulated by three
monoexponents (23). So, a relatively simple in vitro model may be used to
simulate quite complex pharmacokinetic patterns. In this light, attempts to classify
in vitro dynamic models by the number of units (8) may be confusing.

The above approximations should not be confused with the stepwise
approximation of monoexponential pharmacokinetics (24–32) as an alternative to
simulations of continuously changing antibiotic concentrations. Although such
stepwise approximations may provide quite smooth changes in concentrations,
this kind of simulation is less elegant than that described in the beginning of this
section and is rarely used in modern studies.

To simulate first-order absorption, drug is administered in an additional
subunit (SU) of volume VSU rather than in the central unit (CU) of volume VCU. Drug
dilution in the subunit at a constant flow rate F yields its monoexponential input into
the central unit. The same flow rate provides concomitant dilution of drug entering
the central unit. Integration of the respective system of differential equations:

dASU=dt ¼ �F CSU ð9Þ

dACU=dt ¼ F CUSU � F CCU ð10Þ
at the initial conditions of CSU(0) ¼ CSU,0 and CCU(0) ¼ 0 yields a biexponential
equation (similar to the Bateman function used in pharmacokinetics) that describes
the time course of drug concentration in the central unit:

CCUðtÞ ¼ Bfexpð�ðF=VCUÞtÞ � expð�ðF=VSUÞtÞg ð11Þ
where

B ¼ ASU;0=ðVCU � VSUÞ ð12Þ
To simulate the desired value of T½, both VCU and F or one of them may be

varied according to the following equations:

VCU ¼ F T1=2= ln 2 ð13Þ

F ¼ VCU ln 2=T1=2 ð14Þ
To simulate the desired value of the absorption half-life (T½,abs), the respec-

tive VSU may be calculated for a chosen F:

VSU ¼ F T1=20abs= ln 2 ð15Þ
Drug amount (dose) in the subunit that provides the desired concentration–

time course in the central unit is defined by the product of B and the difference
between VCU and VSU (17):

ASU;0 ¼ BðVCU � VSUÞ ð16Þ
Various dynamic models have been designed based on these principles.
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Embodiment
As mentioned in the previous section, continuous dilution of antibiotic-containing
medium at a constant volume is the fundamental principle of in vitro simulations.
Obviously, the elimination of antibiotic from a dynamic model will be accompa-
nied by inevitable clearance of bacteria unless it is prevented in one way or
another.

This clearance may interfere with the determination of antibiotic-induced
bacterial killing. To minimize the possible overestimation of the antimicrobial
effect, time-kill curves observed in a dilution model can be corrected by the
dilution factor (w): The respective equations were derived for mono- and biexpo-
nential elimination kinetics (33,34). However, thorough examination of one of the
proposed algorithms, i.e.,

’ð tÞ ¼ expððF=VÞtÞ ð17Þ
as applied to growth kinetics of Escherichia coli at different flow rates (5) high-
lighted its drawbacks. The corrected bacterial counts were greater than those
without dilution: the higher F, the more pronounced the bias. As a result, the
corrected curves that were obtained at different flow rates were not superimposed.
More sophisticated procedures (5,35) were subsequently shown to provide better
correction of the time-kill curves. Unfortunately, both procedures are too cumber-
some for routine use.

Fortunately, the problem of bacterial clearance is more apparent than real, at
least for long-acting antibiotics whose half-lives considerably exceed the genera-
tion times of bacteria. At these conditions, i.e., at very high V/F ratios, the loss of
organisms from the system may only have a negligible effect on accurate determi-
nation of the antimicrobial effect (5). For example, control growth curves of
Moraxella catarrhalis at threefold different flow rates corresponding to the half-lives
of four fluoroquinolones (from 4 hours for ciprofloxacin to 12 hours for
moxifloxacin) were superimposed (36). Similar superimposed curves were
reported with Streptococcus pyogenes and Streptococcus pneumoniae at flow rates
mimicking different pharmacokinetics of azithromycin and roxithromycin (37),
with Staphylococcus aureus, E. coli, and Klebsiella pneumoniae at flow rates simulating
pharmacokinetics of moxifloxacin and levofloxacin (38), etc. No dilution effects
were reported in a recent study that compared killing kinetics of moxifloxacin-
exposed E. coli and S. pneumoniae in different type dynamic models (39).

For these reasons, simple dilution models, usually without correction by the
dilution factor, are used more frequently than models that prevent clearance
of bacteria. Selective filtration (40–45) or dialysis (46–50) of antibiotic through
bacterial-impermeable membranes is used in these models. The dialysis models
usually employ hollow fibers or artificial capillary units. Unfortunately, successful
prevention of bacterial clearance may be fraught with less successful pharmaco-
kinetic simulations than those provided by simple dilution models. Permeability
of the membrane for antibiotic may be impaired because of partial occlusion of the
pores by the growing bacterial culture during the experiments. That is why actual
antibiotic concentrations have to be determined in each run.

Most models that prevent bacterial clearance consist of two units, one of
which contains only antibiotic (the central unit) and the second that contains
antibiotic with a bacterial culture [peripheral unit or units (47)]. As a rule, an
equilibrium in the drug exchange between the central and peripheral units is
reached quite rapidly, so that soon after the beginning of the experiment, both

48 Firsov et al.



units are kinetically homogeneous. Therefore, common attempts to identify the
peripheral unit of these in vitro models with the peripheral compartment of the
pharmacokinetic model are inappropriate. In this light, direct in vitro simulations
of peripheral tissue pharmacokinetics are more relevant, as was done for example,
in a pharmacodynamic study with azithromycin and roxithromycin against
S. pyogenes and S. pneumoniae that were exposed to tonsillar concentrations of both
antibiotics (37).

END POINTS OF THE ANTIMICROBIAL EFFECT AND THEIR
RELATIONSHIPS TO PHARMACOKINETICS

Although not specific to studies in in vitro models, the problem of adequate
quantitative evaluation of the antimicrobial effect is often highlighted by such
studies. Indeed, striking contrasts can be seen between the use of inappropriate
end points and/or purely visual descriptions of time-kill curves and more
sophisticated pharmacokinetic simulations. Accurate quantitative analysis of con-
centration– or dose–response relationships as well as accurate predictions of the
efficient concentrations, doses, and dose regimens is impossible without the use of
appropriate end points of the antimicrobial effect. Actually, the primary criteria
for reliability of an end point are the ability to provide both reasonable relation-
ships between the effect and its predictor(s) and clinically relevant predictions of
antibiotic efficacy.

Classification of End Points of the Antimicrobial Effect
A recent paper examined the predictive value of 12 currently relevant end points
(51). The end points were classified as those indices that reflected initial bacterial
killing and those of that reflect the entire antimicrobial effect (Fig. 1).

Initial killing indices included T90% (52), T99% (53), T99.9% (18), the time to
achieve 10-, 100-, and 1000-fold reductions of the initial inoculum (N0) and kelb, the
“bacterial elimination rate constant,” reflected by the slope of time-dependent
changes in the difference between logarithms of viable counts with (NA) and
without antibiotic (NC— control growth) (54). Only kelb accurately reflects the
initial killing process because the observed reduction of viable counts is really the
net result of two competing processes— continuing growth of a certain portion of
the bacterial population and actual killing of another portion when bacterial
killing predominates over growth (55).

Indices that reflect the entire antimicrobial effect (Fig. 1) (51) include TE, the
time shift between control growth and the regrowth curves after antibiotic
exposure, i.e., a measure of the effect duration (56); D log Nt, the viable bacteria
count at an arbitrarily chosen time near the end of the observation period (NA,t)
that may or may not correspond to the dosing interval (t)—(NA,t), usually
presented as a difference between log N0 and log NA,t (57); AUBC,a the area under
log NA-time curve (59,60); AAC, the area above this curve and under the baseline
drawn at the level of NA ¼ N0 (61) that is the algebraic sum of the areas around
the N0 level; ABBC, the area between control growth and bacterial killing/
regrowth curves (62) over the dosing interval t, and ABBC determined up to the

aAUBKC abbreviation (58) was used instead of AUBC in some publications.
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end of the regrowth phase, which is also referred to as the intensity of the
antimicrobial effect [IE (42)].

Unlike TE, D log Nt, AUBC, AAC, ABBC, and IE, the minimal number of
bacteria resulting from exposure to antibiotic [Nmin (63)—often represented by the
difference between logarithms of N0 and Nmin (D log Nmin)] and the time to reach
this nadir [tmin (63)] should not be considered indices of the entire effect because
they actually reflect the state of equilibrium between bacterial growth and killing,
i.e., “intermediate” killing (51).

On the other hand, some indices may be classified as point estimates
including T90%, T99%, T99.9%, D log Nmin, tmin, D log Nt, and TE. This is in contrast
to kelb and the integral indices AUBC, AAC, ABBC, and IE that are based on
analysis of all points on the time-kill curve. Obviously, from the viewpoint of
accuracy, the latter indices are more robust solid than the former.

Ability of the End Points to Provide Reasonable
Concentration–Response Relationships
Each of the three point indices of initial killing, i.e., T90%, T99%, and T99.9% usually
exhibit erratic AUC (area under the curve)/MIC (minimum inhibitory response)
relationships, without systematic shortening in response to increased AUC/MICs
(Fig. 2, upper panel). A more reasonable relationship may be seen with kelb (Fig. 2,
bottom panel), although the AUC/MIC curve may contain “hills” and “ravines”
resulting from inaccurate approximation of the time courses of the difference between
log NA and log NC. As seen in Figure 3, these time courses may show complicated
shapes with only short time periods where quasilinear decay is observed. Estimates
of kelb estimates derived from such quasilinear plots may be unreliable.

At least one of the indices of “intermediate” killing, D log Nmin, may exhibit
a reasonable AUC/MIC relationship (Fig. 4, upper panel), but such a relationship
may not be seen at relatively low and high AUC/MIC ratios. Unlike Nmin, no
reasonable relationships usually exist between tmin and AUC/MIC (Fig. 4, bottom
panel).
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Using both point indices of the entire effect, i.e., D log Nt and TE, reasonable
AUC/MIC relationships are possible (Fig. 5), although the curve representing D
log Nt versus AUC/MIC may contain “hills” and “ravines” similar to those seen
with kelb. It should be noted that the AUC/MIC relationship with D log Nt may
not be seen at the relatively low and high AUC/MIC ratios. For this reason,
different NA,ts observed at different ts are listed in some studies reserving a
preference for one time section over others. The use of TE is free of such
uncertainties. In addition, more systematic increases in TE than in D log Nt may be
seen in response to increasing AUC/MIC ratios.

All four integral indices of the entire effect, AUBC, AAC, ABBC, and IE,
usually provide quite accurate but different AUC/MIC–response relationships
(Fig. 6). A systematic decrease in AUBC and concomitant increases in AAC and
ABBC at relatively small AUC/MIC ratios are followed by a plateau at relatively
large AUC/MICs. Unlike AUBC, AAC, and ABBC, a less pronounced if any satura-
tion is seen on the curve representing IE versus AUC/MIC, derived from both single-
and multiple-dose studies. For example, with S. aureus exposed to three consecutive
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daily doses of moxifloxacin and levofloxacin (64), AUCt/MIC-associated changes in
AUBC, AAC, and ABBC were seen at AUCt/MICs < 100 hours (t ¼ 24 hours), i.e., at
suboptimal conditions, but not at AUCt/MICs > 100 hours (Fig. 7)—superoptimal
conditions. The plateau observed at clinically achievable AUCt/MIC ratios actually
precludes accurate comparison of the antibiotics. Use of IE is free of this problem:
Curves that represent the relationship of AUCt/MIC to IE remain different for
moxifloxacin and levofloxacin even at high AUCt/MIC ratios.

The reasons for different patterns of these relationships were discussed in a
recent paper (65). AUBC and AAC but not ABBC underestimated the true effect at
small AUC/MIC ratios, and all three end points also underestimate the effect at
relatively large AUC/MICs. As seen in Figure 8, these underestimations result
from the fact that AUBC and AAC measurements include the zones of “vanished”
effect and AUBC, AAC, and ABBC also exclude the zones of persisting effect. So,
the saturable patterns of the ABBC-, AAC-, and AUBC-log AUC/MIC curves result
from inherent limitations of these end points (65) and lead to inappropriate claims
about “AUC/MIC-independent” antimicrobial effect. Unlike these three end points,
IE considers the actual duration of the effect—from time zero to the time when
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bacterial counts on the regrowth curve achieve the same maximal numbers as in
the absence of antimicrobial, even though this occurs later than t ¼ t.

The above limitations of AUBC, AAC, and ABBC do not exclude their use in
situations when IE cannot be accurately determined. Moreover, these indices are
useful in studies that examine amplification or degradation of the antimicrobial
effects in multiple-dose simulations. For example, changing effects of moxifloxacin
on S. pneumoniae were demonstrated using the ABBC measured within each of
three consecutive 24-hour dosing intervals (66).
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Sensitivity of the End Points to Changes in the AUC/MIC Ratio
All four indices of initial killing are narrowly sensitive to changes in the AUC/MIC
ratio. For example, in the above study with ciprofloxacin-exposed E. coli (51), 1000-
fold differences in the AUC/MIC ratio induced only twofold differences in T90%,
T99%, T99.9%, and kelb in contrast to a sixfold difference in D log Nmin as an index of
“intermediate” killing. In the same study, a point index of the entire antimicrobial
effect, D log Nt (t ¼ 12 hours), was even more sensitive to AUC/MIC increases: a
10-fold range of D log Nt corresponded to a 450-fold range of AUC/MIC ratios.

As a rule, integral indices of the entire effect are more sensitive to changes in
the AUC/MIC ratio than indices of initial killing. Similar eightfold changes in
three t-dependent integral indices, AUBC, AAC, and ABBC, were reported with a
450-fold range of ciprofloxacin AUC/MICs against E. coli (51). Much greater
sensitivity to the simulated AUC/MIC ratio was observed in the same study for
TE and IE (20- and 30-fold changes, respectively).

Interrelations of Different End Points and Their Abilities to Predict the
Entire Antimicrobial Effect
Being less precise, most point indices (T90%, T99%, T99.9%, tmin, D log Nmin, and D log
Nt) except for TE often conflict with each other making evaluation of the antimicrobial
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effect quite difficult. For example, in the cited study with E. coli exposed to cipro-
floxacin (51), T99.9% did not correlate with T90% (r2 0.16) or T99% (r2 0.19), whereas
T90% did correlate with T99% (r2 0.87). Both T90% and T99% correlated poorly with D
log Nmin (r2 0.35 and 0.48), although they did correlate fairly well with D log Nt
(r2 0.58 and 0.77). T99.9% correlated relatively well with D log Nmin (r2 0.69) but not
with D log Nt (r2 0.16). These examples indirectly demonstrate insufficient robustness
of point indices as end points of the antimicrobial effect.

Unlike the other point indices, TE and indices that consider the totality of
points on the time-kill curve (kelb, AUBC, AAC, ABBC, and IE) correlate better with
each other (r2 0.74–0.99).

The abilities of the above-mentioned indices to predict the entire antimicro-
bial effect are different. As seen in Figure 9, only one of the indices of initial
bacterial killing, kelb, is able to predict the entire effect as expressed by IE, whereas
T90%, T99%, and T99.9% correlate poorly with IE. Although tmin does not correlate
with IE, there is a fairly good correlation between D log Nmin and IE (r2 0.85). Less
pronounced correlations were found between IE and each of the four t-dependent
integral indices measured at t ¼ 12 hours (r2 0.74–0.76).

Is IE an Ideal End Point of the Antimicrobial Effect?
Based on the analysis described in sections “Ability of the End points to Provide
Reasonable Concentration-Response Relationships,” “Sensitivity of the End points
to Changes in the AUC/MIC Ratio,” and “Interrelations of Different End points
and Their Abilities to Predict the Entire Antimicrobial Effect,” IE seems to be the
most reliable end point of the entire antimicrobial effect. Being most sensitive to
changes in the AUC/MIC ratio, IE allows establishment of reasonable AUC/MIC–
response relationships that provide accurate comparisons of antibiotic effects over
clinically achievable AUC/MIC ranges when alternative end points that operate
with truncated areas are not descriptive. Moreover, IE is the only integral index
that has a physical meaning: It reflects the total number of killed organisms.

However, IE cannot be considered to be the ideal end point of the antimicro-
bial effect. As mentioned above, IE reflects both magnitude (extent of killing)
and duration of the antimicrobial effect (from time zero to the time when the
number of antibiotic-exposed organisms reaches the maximal number of antibio-
tic-unexposed organisms). This intrinsic feature ensures an important advantage of
IE over other integral indices but it also was considered as a limitation (14). In
particular, at large AUC/MICs, when Nmin approaches the limit of detection, the
contribution of effect duration to IE may predominate over the magnitude of the
effect. It is not by chance that IE highly covaries with TE for fluoroquinolones
whose effect duration is defined by the time above MIC and, indirectly, by their
half-lives (51,67). This may result in supposing that IE might overestimate the true
effect of long-circulating antibiotics especially in single-dose simulations, because
it considers events that occur beyond the dosing interval (58).

To check if these concerns are real or apparent, the pharmacodynamics and
pharmacokinetics of two hypothetical fluoroquinolones were analyzed with half-
lives four times (Drug I) and two times (Drug II) shorter than the dosing interval
(36). With a 24-hour dosing interval, Drug I should have a half-life of six hours
and Drug II of 12 hours (gatifloxacin, gemifloxacin, and levofloxacin could be
prototypes of Drug I and grepafloxacin, moxifloxacin, and trovafloxacin proto-
types of Drug II). At the same AUC/MIC ratio (138.5 hours), trough concentration
(Cmin) of Drug I is equal to the MIC (Cmin/MIC ¼ 1) and the peak concentration
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(Cmax)-to-MIC ratio is 16, whereas Cmin/MIC for Drug II is 2 and Cmax/MIC 8
(Fig. 10, upper panel). Assuming bacterial regrowth begins when fluoroquinolone
concentration falls below the MIC, later regrowth should be expected after a single
dose of Drug II compared to Drug I if no further dosing is to occur (Fig. 10,
bottom panel). This difference is reflected by the greater IE that reflects the effect
of Drug II relative to Drug I despite similar time-kill curves observed with both
drugs within the dosing interval.

At first glance, the different IEs determined after single administration of
Drug I and Drug II make no sense: the second and subsequent doses may whittle
away the distinction between the drugs. For example, antibiotic-specific AUC/
MIC relationships of IE that reflect killing of daptomycin- and vancomycin-
exposed S. aureus were seen better in single-dose simulations (68) than in multi-
ple-dose simulations (69). However, with pharmacokinetically different fluoroqui-
nolones, antibiotic-specific relationships between IE and AUC/MIC were reported
both in single- and multiple-dose studies. Moreover, the ratio of equiefficient
AUC/MICs of moxifloxacin and levofloxacin against S. aureus reported in single-
dose simulations (38) was similar to the respective ratio of AUCt/MICs (t ¼ 24
hours) in multiple-dose simulations with the same antibiotics (64).

Why then do differences in pharmacodynamics observed after single admin-
istration of the fluoroquinolones not disappear after subsequent dosing, and why
are they predictive of multiple-dose fluoroquinolone pharmacodynamics? To
answer these questions, let us return to the above example with two hypothetical
antibiotics. As seen in Figure 10, the antimicrobial potential of Drug I at the end of
the first dosing interval is completely exhausted (Cmin/MIC ¼ 1) whereas the
respective potential of Drug II is not (Cmin/MIC ¼ 2). Therefore, multiple dosing
of Drug II but not Drug I will be accompanied by accumulation of the
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antimicrobial potential. For example, after the fifth dose of Drug II (steady-state
conditions), its Cmax/MIC ratio increases more than 30% in contrast to only 6%
with Drug I. This analysis emphasizes that continued tracking of the time courses
of antibiotic-exposed organisms beyond the dosing interval may be critical for
accurate comparisons between different antibiotics.

As shown in this section, adequate experimental design and the choice of an
appropriate end point of the antimicrobial effect may be decisive for delineation
of concentration–response relationships. All too often, the lack of a reasonable
relationship between the effect and its predictor(s) reported in some studies actually
results from shortcomings of the design and/or data analysis. There are many such
examples in the literature but we refer here to only one. Being “unable to find
a…parameter that appeared to correlate with” T99.9%, Wright et al. (70) concluded
that “fluoroquinolones do not appear to be concentration-dependent killers of
S. pneumoniae”… [and]…“AUC/MIC cannot be extrapolated as a clinical outcome
predictor for S. pneumoniae isolates.” In this case, the use of a narrowly descriptive
end point resulted in far-reaching conclusions, which conflict with the commonly
accepted notion of AUC/MIC as a most reliable predictor of fluoroquinolone effects.

PREDICTION OF THE ANTIMICROBIAL EFFECT AND
ANTIBIOTIC OPTIMAL DOSING
Predictive Pharmacodynamics Using In Vitro Dynamic Models
Compared with routine susceptibility testing and static time-kill studies, dynamic
studies that utilize in vitro models are much more complicated, time consuming,
and labor intensive and therefore, only a relatively small numbers of organisms can
be realistically studied in these models. Especially for this reason, it is vitally
important that in vitro model experiments can comprehensively predict antibiotic
pharmacodynamics. Moreover, the prediction of optimal antibiotic dosing is implied
as a primary goal of these models. Despite this common understanding, surprisingly
few studies really provide accurate predictions of equiefficient doses and AUC/MIC
and Cmax/MIC breakpoints. In contrast to these predictive studies, some attempts to
directly extrapolate in vitro model data to clinical conditions continue, ignoring the
fact that any model is only a model. On the other hand, there are many studies that
do not provide any predictions at all or that only predict antibiotic effects, which are
quite expected from ordinary susceptibility test results. The reasons for this often
arise from inadequate experimental design or in particular from study designs that
do not provide delineation of concentration–response relationships.

Concentration–Response Relationship as a Basis to Predict the
Antimicrobial Effect: Generalization from Organism-Specific Data
As with any pharmacological agent, the only basis to predict the antimicrobial effect
is antibiotic concentration–response relationship. However, because of different sus-
ceptibilities of different pathogens (“diversified targets”), a specific concentration–
response relationship is inherent in every antibiotic–bacteria pair. Therefore, unlike
most pharmacological agents, with antibiotics a set of the relationships should be
established with each drug. To reduce the magnitude of this task, the antimicrobial
effect is usually related not to antibiotic concentrations (more specifically, to AUC,
Cmax, etc.) as such but their complexes that incorporate indices of bacterial suscept-
ibility (MIC, rarely, MBC). This allows generalization of data obtained with specific
organisms and extrapolation of these specific data to other members of the same
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species. If one is particularly fortunate, this extrapolation can extend to other bacterial
species, assuming that AUC/MIC or Cmax/MIC relationships with the antimicrobial
effect are strain- and species-independent.

MIC-related pharmacokinetic variables (AUC/MIC, Cmax/MIC, etc.) are consid-
ered to be potential predictors of antibiotic pharmacodynamics. In this light, prevalent
referring AUC/MIC, Cmax/MIC, etc., to the “pharmacodynamic parameters” or
“pharmacokinetic/pharmacodynamic (PK/PD) indices” (71) may be confusing.

Design of Studies Targeted to Delineate Concentration–Response
Relationships
Constant Antibiotic Dose Against Differentially Susceptible Organisms Vs.
Different Doses Against a Specific Organism
AUC/MIC and Cmax/MIC relationships with the antimicrobial effect can be
established by using either differentially susceptible organisms exposed to a given
antibiotic dose (usually, the clinical dose) or a specific organism exposed to a
range of doses.

In vitro simulation of human antibiotic pharmacokinetics at a given dose
against one or more similarly susceptible organisms is a specific feature of the design
used in most early and some more recent studies. At first glance, such a design
seems quite logical because by default, it does provide prediction of the antimicrobial
effect at clinically attainable antibiotic concentrations. However, AUC/MIC ratios
simulated in this type of studies vary over a very narrow range or do not vary at all.
Therefore, an AUC/MIC relationship with the antimicrobial effect might not be
observed. As a result, the effects predicted for the studied organisms cannot be
extrapolated to other organisms or to other AUC/MIC ratios. Because of these
shortcomings, the predictive value is usually low in studies designed in this manner.

However, mimicking clinical antibiotic doses against differentially susceptible
bacteria can be useful if the resulting AUC/MIC ratios vary over a wide range. For
example, in a study with four strains of S. pneumoniae exposed to a 400-mg dose of
moxifloxacin (72), where MICs varied from 0.08 to 3.6 mg/L and the respective
AUC24/MIC ratios from 7 to 305 hours, a good correlation (r2 0.8) was established
between AUBC24 (AUBKC24) and log AUC24/MIC for the combined data (Fig. 11).
Unfortunately, it is sometimes difficult to find a wide range of differentially
susceptible organisms against a new antibiotic. In this case, the AUC/MIC range
would be too narrow to show reasonable AUC/MIC–response relationship. To
expand the AUC/MIC range, data obtained with different dosing regimens of a
given antibiotic, pharmacokinetically different antibiotics, or a given antibiotic
simulated at different half-lives (pharmacokinetic hybrids) have been combined in
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some studies (73), even though a specific AUC/MIC relationship with the anti-
microbial effect may be inherent in each antibiotic (38,74–77) or each dosing
regimen (78–80). Exactly for this reason, the antipneumococcal effect correlated
better with the AUC24/MIC of an individual fluoroquinolone (levofloxacin—r2

0.57) than with the AUC24/MIC of three quinolones taken together (r2 0.15) (81).
More thoroughly designed studies that expose each organism to widely

ranging doses (and by that, different AUC/MIC ratios) are free of the above
problems. In particular, there is no necessity to assume a priori strain- or species-
independent pharmacodynamics. This hypothesis can be tested using AUC/MIC
relationships with the antibiotic effect for each individual organism. For example,
the lack of systematic differences between IE-log AUC/MIC plots for E. coli and
Pseudomonas aeruginosa exposed to ciprofloxacin allowed combination of these data
so they could be represented by one AUC/MIC–response relationship with r2 of
0.95 (77). Essentially, such a design provides an additional opportunity to examine
reliability of a chosen end point of the antimicrobial effect.

While both strategies can provide a wide range of AUC/MIC (or Cmax/MIC)
ratios, dose-escalation studies with individual organisms are preferable.

Comparative Pharmacodynamics As a Tool to Avoid Unjustified
In Vitro–In Vivo Extrapolations
Time-kill studies that utilize in vitro dynamic models approximate actual antibiotic–
pathogen interactions as they occur in vivo more or less roughly. Therefore, the
effects observed in vitro cannot be directly extrapolated to in vivo conditions. For
example, it is impossible to be sure that an n-fold reduction of the starting inoculum
or a certain value of IE or ABBC achieved in vitro would guarantee acceptable
antibiotic efficacy in patients. Moreover, data obtained using different models may
differ substantially. For example, at comparable AUC/MIC ratios (around 30 hours),
one study (82) reported eradication of S. pneumoniae exposed to levofloxacin whereas
another study (83) reported pronounced bacterial regrowth. Pronounced differences
in the time-kill curves were also seen in seven different dynamic models that
exposed the same strains each of S. pneumoniae and E. coli to moxifloxacin (39),
regardless of whether bacterial cells were or were not eliminated from the model.
To avoid unjustified in vitro–in vivo extrapolations, strictly comparative in vitro
studies are needed with each organism.

Choosing a Reference Drug
Ideally, the reference agent should be an antibiotic with a clinically established
AUC/MIC or Cmax/MIC breakpoint. Because of the limited number of antibiotics
that meet this requirement, any antibiotic whose dose was proven clinically may
be used as a reference drug, assuming its clinical dose provides acceptable efficacy
in patients.

Selecting Appropriate Organisms for Study
Representative members of each bacterial species that are potential targets for the
antibiotic in question should be studied. Organisms of a given species may be
considered representative if their MICs are comparable to the respective MIC50s
[not MIC90 (84)].

When considering a new antibiotic with broad spectrum of activity, both
susceptible and less susceptible target organisms should be included in the study. In
fact, less susceptible bacteria may be even more important because these studies are
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decisive in the prediction of optimal dosing. A newly developed antibiotic must be at
least as efficient as its comparator(s) in infections caused by the less susceptible
pathogens. It goes without saying that an efficient antibiotic dose against a less
susceptible organism will be far in excess of what is needed by patients infected with
a more susceptible pathogen. In contrast, many in vitro model studies of new
antibiotics are directed at the most susceptible organisms. For example, almost 50% of
studies with new fluoroquinolones involved highly susceptible pneumococci. Because
of very low MICs, the clinically attainable AUC/MIC ratios simulated in many of
these studies were large enough to demonstrate the expected sterilization of the model
but they were too large (superoptimal dosing) to provide accurate effect measurements.

Range of Simulated MIC-Related Pharmacokinetic Variables
To thoroughly compare the antimicrobial effects, simulated ranges of AUC/MIC
for antibiotic in question and those for the comparator should overlap, even
though their clinically achievable values differ. Without overlapping ranges, it is
impossible to compare antibiotic effects at the same AUC/MIC ratio as it occurred,
for example, in a study with S. pneumoniae exposed to ciprofloxacin (AUC24/MIC
from 6–13 hours) and levofloxacin (AUC24/MIC from 44–126 hours) (85).

Simulated Pharmacokinetics
Human antibiotic pharmacokinetics has been simulated in the vast majority
of studies.b Being aware of the decisive role of antibiotic elimination, most
investigators attempt to accurately simulate the terminal half-life reported in
humans. As a rule, the half-lives in healthy volunteers are the targeted values, but
some studies mimic half-lives in patients with impaired elimination of antibiotics.
For example, aminoglycoside and fluoroquinolone half-lives mimicking the pharma-
cokinetics reported in patients with impaired renal function were simulated in in
vitro studies with P. aeruginosa and S. aureus (78,89) to predict specific AUC or
AUC/MIC relationships of IE in “renal insufficiency.” These simulations are strongly
linked to clinically relevant situations and should not be confused with studies that
artificially extend the AUC/MIC range by simulating clinically irrelevant half-lives
of an antibiotic (90,91). Although these particular studies allow demonstration of the
impact of half-life on antibiotic pharmacodynamics, their clinical interpretation is
hardly possible. Indeed, gatifloxacin simulated at half-lives of three, four, and five
hours (90) is no longer comparable to “real” gatifloxacin (half-life in humans seven
hours) and garenoxacin at simulated half-lives of three, five, six, and eight hours
(91) is not “real” garenoxacin (half-life in humans 13–18 hours).

Multiple Dosing Vs. Single-Dose Simulations
Generally, multiple-dose simulations that mimic clinical antibiotic therapy are
preferable to single-dose studies. The latter might or might not accurately predict
events that occur with multiple dosing (see section “Is IE an Ideal End point of the
Antimicrobial Effect?”). However, few studies properly simulate multiple-dose
pharmacokinetics of new long-acting antibiotics that are given once-daily (64,92–95).
The widely used two-dose design does not adequately represent multiple-dose
regimens of these antibiotics in humans, especially when the observations are
discontinued soon after the second dose. There are many examples of this design;

bSome studies have simulated animal pharmacokinetics to correlate the in vitro model
pharmacodynamics with that in infected animals (12,86–88).
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for example, a study with S. pneumoniae exposed to levofloxacin followed time-kill
curves for only 30 hours (96).

Prediction of Antibiotic Effects on Susceptible Subpopulations
Most time-kill studies using in vitro dynamic models are performed at a starting
inoculum of 105 to 106 CFU/mL (106–108 CFU per volume of the central unit of a
dynamic model) where the presence of spontaneous resistant mutants is unlikely.
In this case, the primary antibiotic target is the susceptible subpopulation, and, in
some cases the observed antimicrobial effects as well as breakpoint values of
simulated AUC/MIC or Cmax/MIC ratios relate exclusively to this subpopulation.

Equiefficient MIC-Related Variables and Breakpoint Values
A method to predict equiefficient AUC/MIC ratios for two or more antibiotics was
first suggested in an in vitro study with E. coli, P. aeruginosa, and K. pneumoniae
exposed to an eightfold AUC/MIC range of trovafloxacin and ciprofloxacin (97).
The same approach was used subsequently in in vitro pharmacodynamic studies
with gatifloxacin (76), gemifloxacin (75), grepafloxacin (98), and moxifloxacin (38).
As seen in Figure 12, a specific relationship between IE and log AUC/MIC is
inherent in each fluoroquinolone–pathogen pair. Being bacterial strain-independent,
the IE-log AUC/MIC plots are of different slope. For example, at AUC/MIC of 250
hours, trovafloxacin was 1.5 times more efficient and at AUC/MIC of 125 hours, it
was 1.4 times more efficient than ciprofloxacin. To avoid the uncertainty resulting
from the different slopes of the IE-log AUC/MIC plots, an AUC/MIC ratio of
125 hours that has been reported as a breakpoint value in a clinical study with
ciprofloxacin (99) was used as a reference point to compare the observed in vitro
quinolone effects. Based on the quinolone-specific IE-log AUC/MIC relationships,
breakpoints that are equivalent to a ciprofloxacin AUC/MIC ratio of 125 hours
were predicted for each of these drugs as well as levofloxacin that was used as an
additional comparator (67). As seen in Figure 12, AUC/MIC breakpoints for
grepafloxacin, moxifloxacin, and trovafloxacin (75–78 hours) are significantly lower
than that of ciprofloxacin, whereas the breakpoints for gatifloxacin, gemifloxacin,
and levofloxacin (95–115 hours) are comparable to the breakpoint for ciprofloxacin.

To verify the clinical relevance of these predictions, the in vitro predicted
breakpoints were compared with proven breakpoints that have been reported in two
clinical studies with grepafloxacin [AUC/MIC 75 hours (100)] and with levofloxacin
[Cmax/MIC of 12.2 (101), which correspond to an AUC/MIC of 110 hours (102)].
Based on IE-log AUC/MIC relationships established in an in vitro study (67), the
AUC/MIC breakpoint for grepafloxacin (78 hours) is very close to the 75-hour value
determined clinically. The AUC/MIC breakpoint predicted for levofloxacin (115
hours) was close to the 110-hour value established in a clinical setting. Unfortu-
nately, these are the only two encouraging published examples of in vitro–in vivo
qualitative correlations. Breakpoints predicted in some other in vitro studies, for
example with ofloxacin [AUC/MIC 100 hours (73), moxifloxacin 75 hours (38), 150
to 200 hours (103), 135 hours (104)] and gemifloxacin [103 hours (75), 150–200 hours
(105)], gatifloxacin [95 hours (76), 105 hours (106)] and trovafloxacin [78 hours (97)],
could not be compared with the clinical values because they were not reported.c

cBreakpoint value reported for gatifloxacin in pneumococcal infection (107) cannot be consid-
ered because organisms other than S. pneumoniae were exposed to gatifloxacin in vitro (106).
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Therefore, further evidence is needed to confirm the clinical relevance of AUC/MIC
breakpoints predicted in in vitro studies using dynamic models.

Equiefficient Doses
Based on AUC-dose relationships, AUC/MIC relationships with IE may be easily
converted into the respective dose–response curves. The first example of this kind
is presented in a study with trovafloxacin and ciprofloxacin (74). Using dose–
response curves plotted for each organism, doses of the newer quinolone that
provide the same effect as two 12-hour doses of the older quinolone (AUC/MIC
125 hours) were predicted. These equiefficient doses (199–226 mg) are very close to
a 200-mg dose of trovafloxacin that was recommended in clinical trials. A gatiflox-
acin versus ciprofloxacin study with E. coli, K. pneumoniae, and S. marcescens (76)
provides another example of successful dose predictions. Here, the equiefficient
doses (330–380 mg) were close to the clinically proven 400-mg dose of gatifloxacin.

To make these predictions more thorough, dose–response curves may be
plotted for a hypothetical organism with MIC equal to MIC50, assuming bacterial
strain- and/or species-independent patterns of the AUC/MIC–response relation-
ships. For example, based on data obtained with three differentially susceptible
staphylococci exposed to trovafloxacin and ciprofloxacin, their equiefficient doses
were predicted using dose relationships with IE (74). Similar analysis was later
reported in studies with gatifloxacin (76), gemifloxacin (75), and moxifloxacin (38).

Prediction of Antibiotic Effects on Resistant Subpopulations
As mentioned above, most time-kill studies that use in vitro dynamic models are
focused on the susceptible subpopulation, without special reference to resistant sub-
population(s). For this reason, the reported antimicrobial effects and the respective
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breakpoint values of the simulated AUC/MIC or Cmax/MIC ratios might not be
directly extrapolated to less susceptible subpopulations. Until recently, bacterial
resistance has been studied only infrequently with in vitro dynamic models. Limited
observations reported in earlier time-kill studies (73,76,108–111) precluded delinea-
tion of AUC/MIC relationships with resistance because the ranges of the simulated
AUC/MIC ratios were too narrow. In fact, the first attempts to relate resistance to
AUC/MIC or Cmax/MIC ratios were reported quite recently in studies that declared
resistance analysis as a primary goal (66,81,83,89,95,112–122).

Failures to Relate Bacterial Resistance to Antibiotic Concentrations
Despite wide ranges of AUC/MIC ratios simulated in some recent in vitro model
studies (81,95,115,116,119,121), reasonable relationships with resistance were not
established. Studies of these relationships can be classified as those that clearly
state failure to relate resistance to simulated pharmacokinetics (81,115), and those
that imply the existence of AUC24/MIC- or Cmax/MIC-resistance relationships but
do not actually report them (118–120). One study did report a complex effect of
AUC24/MIC and duration of moxifloxacin treatment on bacterial resistance, but
only duration of treatment was significant: the longer the treatment, the greater
the resistance (113).

Without AUC/MIC and Cmax/MIC relationships with resistance, AUC/
MICs and Cmax/MICs reported to protect against the selection of resistant mutants
appear to be contradictory. For example, with S. pneumoniae, “protective” AUC/
MIC ratios of grepafloxacin varied from 32 hours (115) to 80 hours (83) and those
of levofloxacin from nine hours (115) to 26 hours (81) and 35 hours (122).
Furthermore, although moxifloxacin-resistant S. pneumoniae was not found at
AUC/MIC ratios of 60 hours (122) and 107 hours (83), significant losses in
susceptibility were seen at AUC/MICs as high as 43,500 hours (115).

Possible reasons for these contradictions have been analysed recently (113). As
in pharmacodynamic studies discussed in section “Constant Antibiotic Dose Against
Differentially Susceptible Organisms Vs. Different Doses Against a Specific Organ-
ism,” unsuccessful attempts to delineate concentration-resistance relationships
resulted from insufficient study design. Most resistance studies exposed one strain
(118,120) or a few similarly susceptible strains (83,81,112,122) to clinical antibiotic
doses, so that only one or two values of the AUC24/MIC for each antibiotic could be
related to the observed resistance. Moreover, the majority of the simulated AUC24/
MICs were high enough to completely sterilize the model and neither population
analysis of antibiotic-exposed organisms nor repeated susceptibility testing was
possible. For example, in experiments with S. pneumoniae, repeated MIC determina-
tions could be made for only one or two of six fluoroquinolones (83,122). Overall,
only 30% to 50% of the observations in these studies provided useful information.

It is fair to say that similar problems also are inherent in more rigorously
designed dose (AUC/MIC)-ranging studies (115–117,119,121). For example, in
studies where S. pneumoniae (115), Bacteroides fragilis (117), and Bacteroides thetaio-
taomicron (119) were exposed to wide ranges of quinolone AUC24/MICs, quantita-
tive data could be obtained in only 10% to 66% of experiments. As a result, a
“correspondence” between AUC/MIC <44 hours (25) and AUC/MIC of <100
hours (29), which are associated with the selection of resistant mutants was stated,
adding further confusion to the picture. Given these limitations, reported “protec-
tive” AUC/MICs or Cmax/MICs (83,117–120,122) should be considered cautiously.
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Together with limited quantitative data, short-term observations [typically,
one-day (81,117–119,121) or two-day courses (83,115,116,122)] may contribute to
the controversial results. As shown in studies with quinolone-exposed S. aureus
(89,113,114), enrichment of the resistant mutants was first observed on the third to
fourth day of treatment, with S. pneumoniae—on the second-third day (66,95) and
with P. aeruginosa—on the third day (95).

The use of a relatively low starting inoculum—107 to 108 CFU (83,116), with
few if any resistant mutants also might result in uncertain findings, because these
inocula may contain only one resistant cell (123). It is not by chance that resistance
data obtained in our study with moxifloxacin- and levofloxacin-exposed S. aureus
at a starting inoculum of 106 CFU/mL · 60-mL volume ¼ 6 · 107 CFU (64) were
less reproducible than those in a later study (113) where the starting inoculum was
6 · 109 CFU.

Concept of the Mutant Selection Window; Bell-Shaped Relationship
of Resistance to Antibiotic Concentration
There might be an additional and more specific reason why the expected AUC/
MIC relation of resistance—the greater the AUC/MIC ratio, the less pronounced
enrichment of resistant mutants—is not seen. Indeed, the simulated concentrations
might or might not fall into the “mutant selection window” (MSW), i.e., the
concentration range from the MIC to the mutant prevention concentration (MPC),
within which it is proposed that resistant mutants are selected (123). The MSW
hypothesis was first tested in an in vitro model study with S. aureus exposed to
three-day dosing of four fluoroquinolones at peak concentrations equal to the
MIC, between the MIC and MPC, and above the MPC (113).

With each quinolone, loss in susceptibility of S. aureus occurred at concentra-
tions that fell into the MSW but not at concentrations below the MIC or above the
MPC, supporting the hypothesis. A quinolone-independent AUC24/MIC relation-
ship with resistance [expressed by the ratio of final MIC (MICfinal) to its initial
value (MICinitial)] was reflected by a bell-shaped curve fitted by the Gaussian
function (Fig. 13). As seen in the figure, pronounced losses in susceptibility
occurred at AUC24/MIC ratios of 25 to 100 hours, whereas no differences between
the final and initial MICs were seen at AUC24/MICs <15 hours, when minimal
killing of the susceptible subpopulation was observed, or at AUC24/MICs
>200 hours, when maximal killing was observed. Given the bell-shaped pattern of
the AUC24/MIC relationships with resistance, reported failures to correlate resis-
tance with AUC/MIC and Cmax/MIC using linear or log-linear regression are
understandable.

Similar bell-shaped curves (using both susceptibility and population analysis
data) have been reported with moxifloxacin-exposed S. pneumoniae (66) and dapto-
mycin- and vancomycin-exposed S. aureus (124,125). Moreover, according to our
analysis (113), the Gaussian function also fits resistance data on levofloxacin- and
trovafloxacin-exposed B. fragilis reported by others (117) showing that the described
pattern of the AUC24/MIC-resistance curve may be general. Indirectly, this conclu-
sion is supported by a study on norfloxacin- and ciprofloxacin-exposed S. aureus
(112). As seen in Figure 14, these data are consistent with a bell-shaped curve
despite the use of different end points of resistance (resistance frequency vs.
susceptibility testing). So, the more pronounced resistance to norfloxacin at a
relatively large AUC24/MIC ratio (55 hours) compared to less pronounced resistance
at a small AUC24/MIC (three hours) no longer seems “paradoxical.” Moreover,
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similar resistance frequencies at the 16-fold different AUC24/MICs of ciprofloxacin
are also quite explainable.

As seen in Figure 13, an AUC24/MIC of >200 hours can be considered to
protect against enrichment of resistant staphylococci in treatments with four
quinolones. The very same protective value was reported later for garenoxacin-
exposed P. aeruginosa in a study that did not consider the MSW hypothesis (126).
A much greater protective value (>500 hours) with most pronounced selection of
resistant mutants at AUC24/MIC of 85 to 160 hours reported for ciprofloxacin-
exposed S. aureus (127) might seem contradictory only at first glance. In fact,
unlike the studies with four quinolones (113) and garenoxacin (128), there was a
large gap in the set of simulated AUC24/MICs (no simulations at AUC24/MICs
between 160 and 580 hours), so that the true protective value might be consider-
ably less than reported. It should be noted that being designed as suggested earlier
(113)—oscillating concentrations within and out of the MSW—in a ciprofloxacin
study (127) also simulates ciprofloxacin continuous infusions with concentrations
close to the MICs (concentration-to-MIC ratio of 1.1 during the first dosing interval
and 1.3 at the steady-state conditions). These boundary conditions were put forth
as presenting quinolone concentrations that fall into the MSW throughout the
dosing interval, but actually they only reached the lower boundary of the MIC-
MPC range. Exactly for this reason, changes in susceptibility observed in these
simulations were much less than those in simulations of ciprofloxacin concentra-
tions that really fell into the MSW.

The described AUC/MIC analysis of resistance makes sense if one assumes
comparable ratios between the MIC and the MPC for different antibiotics [as in
studies with quinolone- and lipopeptide/glycopeptide-exposed staphylococci
(113,125)] or for a given antibiotic against different organisms [as in studies with
ciprofloxacin- and lipopeptide/glycopeptide-exposed staphylococci (125,127)].
Generally, AUC/MPC analysis might be more appropriate. For example, in the
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four quinolone study, protective AUC/MPC ratios were estimated at 60 to 70
hours (113) and in the ciprofloxacin study—at 90 to 100 hours (127). Again, given
the different designs, this difference is not considered significant.

Together with these AUC/MIC or AUC/MPC analyses, resistance might be
related to the time during which antibiotic concentrations are within the MSW
(TMSW) (113). Using TMSW, the AUC24/MIC-resistance curve transforms into a
sigmoid curve (Fig. 15). As seen in the figure, the MICfinal/MICinitial ratio correlates
with TMSW regardless of whether quinolone concentrations were above or below the
MPCs. The MICfinal/MICinitial relationship of TMSW predicts the selection of resistant
staphylococci when quinolone concentrations are within the MSW longer than 20%
of the dosing interval. There is a gradual increase in the MICfinal/MICinitial ratio at
TMSW from 40% to 60% and no changes in this ratio at TMSW >60%. Given this
observation, the reported lack of a “clear relationship between… (TMSW of >50–
100%—A. F., S. Z., and I. L.)…and the degree of resistance” (127) supports rather
than contradicts the earlier findings (113). As for the minimal loss in susceptibility
observed at the constant ciprofloxacin concentrations with a “TMSW of 100%” (127),
the actual TMSW in these simulations might better be described equal to zero.

Based on the predicted protective AUC/MIC, protective doses can be
calculated. In the above example with S. aureus exposed to four quinolones (113),
similar protective values of the AUC24/MIC ratio (201 hours for levofloxacin, 222
hours for moxifloxacin, 241 hours for gatifloxacin, and 244 hours for ciprofloxacin)
correspond to quite different protective doses. As a result, the clinically proven
dose exceeds the protective dose only with moxifloxacin, at least against the
studied organism.

In conclusion, the protective AUC/MIC and doses predicted using in vitro
models should be taken with some reservations. Unlike AUC/MIC and Cmax/MIC
breakpoints predicting killing of susceptible subpopulations (see section
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“Equiefficient MIC-Related Variables and Breakpoint Values”), the protective
AUC/MIC or Cmax/MIC has not been established in any clinical setting. To
understand the clinical relevance of these predictions, further studies are needed
in patients with special emphasis on the selection of resistant bacteria.

LIMITATIONS OF IN VITRO DYNAMIC MODELS AND FUTURE CHALLENGES

Current notions of the limitations of dynamic models are somewhat polarized and
range from the naive belief that the killing effects observed in vitro can be directly
extrapolated to patients to the accentuation of differences between the in vitro and
in vivo conditions that question the very idea of relevance of these models. For
example, up to 26 such differences were listed in a recent review (8) that associates
them with drawbacks of in vitro dynamic models. Fortunately, many of the listed
differences/drawbacks are more apparent than real. That most in vitro studies (i)
use relatively small starting inocula that are lower than in many clinical infections,
(ii) control only Ca2þ and Mg2þ concentrations but not other cations, (iii) simulate
drug concentrations in the systemic circulation but not in peripheral tissues, (iv)
simulate concentrations of parent compound but not its biologically active
metabolite(s), and (v) provide treatment courses shorter than those in the clinical
setting, etc., should not be considered as inherent limitations of dynamic models.
All these factors can be incorporated in future studies and some of them have
already been considered [higher inocula (66,95,113,129,130), tissue pharmacoki-
netics (21,37), and longer treatments (92,113,131,132)]. This completely applies to
many other “drawbacks” of in vitro models except for the absence of host defense
and protein-binding factors.

The infrequent attempts to consider host defense factors date back two
decades when whole blood was used as a culture medium (49). This study did not
provide a clear demonstration of the net impact of host defense factors on bacterial
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killing. When cultivating E. coli and K. pneumoniae in whole blood without
antibiotic, time courses of viable counts observed in replicated experiments were
distinctly different and ranged from continuous growth to transitory reduction of
the starting inoculum. Moreover, killing of these similarly susceptible organisms
in blood-containing imipenem at the same concentrations also was variable,
although subsequent findings with synthetic nutrient media did demonstrate
concentration/MIC-dependent imipenem antimicrobial effects (133). This suggests
that using blood as a culture medium is an additional source of variability
compared to more standardized experiments with synthetic media.

A recent study in a fibrin clot model that examined the host defense role of
platelets (134) also appeared contradictory. Activated platelets limited colonization
and proliferation of one of three strains of S. aureus in the simulated vegetation, but
they either stimulated or did not influence growth of the same organisms in the
vegetation environment (134). Platelets did enhance the killing effects of nafcillin in
the vegetation environment on two of the strains of S. aureus and a GISA strain,
whereas enhanced effects of vancomycin were seen only with GISA but not with
the other organisms, whose killing was inhibited by platelets (135). Further studies
are needed to evaluate the relevance of in vitro simulations that focus on host
defense factors.

Protein binding of antibiotics is another factor that might influence the
antimicrobial effect. To account for protein binding, it appears sufficient either to
simulate antibiotic concentrations that correspond to the concentrations of unbound
antibiotic or to simply recalculate the antibiotic dose from simulated concentrations
using a reported ratio of free-to-total concentration. In other words, it is sufficient
to consider simulated concentrations as free (9,136); moreover, protein-supplemen-
ted media are rarely used in in vitro models.

Using this approach with strongly bound antibiotics, there might be a
dramatic difference between “free” and total concentration-based analyses. For
example, based on total concentrations that correspond to clinical doses, ABT-492
was more pharmacodynamically efficient (Fig. 16, left upper panel) and more
protective against loss of susceptibility of S. aureus (Fig. 16, left bottom panel) than
levofloxacin (20). When these data were corrected for protein binding (84% for
ABT-492 and 30% for levofloxacin), the differences were mitigated. As seen in
Figure 16, the smaller effect on the susceptible subpopulation (right upper panel)
and the protective potential similar to levofloxacin (right bottom panel) were
predicted by accounting for differences in protein binding as described above.

Is the “free” concentration analysis perfect? This question was discussed in
infrequent in vitro studies that examine the impact of protein binding on bacterial
killing (26,137–139). Unfortunately, these findings appeared very conflicting. On
one hand, albumin added to nutrient medium at physiological concentrations
significantly diminished killing of S. aureus exposed to the 94% bound daptomycin
(especially its lower 2 mg/kg dose) (138). Also, daptomycin-induced killing in the
presence of albumin was less pronounced than in simulations of daptomycin-
“free” concentrations (137). On the other hand, no albumin-associated changes on
the antimicrobial effects of daptomycin on Enterococcus faecium (137) and 50%
protein-bound vancomycin on S. aureus (138) were reported. Earlier, similar killing
of Enterococcus faecalis exposed to 97% protein-bound teicoplanin was observed
with and without albumin (26).

Recently, a significant impact of albumin on the killing of S. aureus,
S. pneumoniae, and Haemophilus influenzae exposed to 94% protein-bound faropenem
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was reported, but only minor changes were seen in killing kinetics of S. aureus
exposed to 76% protein-bound trovafloxacin and in S. aureus and H. influenzae
exposed to 70% bound cefoxitin. No changes in the antimicrobial effects of four
<37% bound antibiotics were seen (139). This comprehensive study also demon-
strates an impressive difference in time-kill curves with simulations of total
faropenem concentrations in the presence of albumin and with “free” concentra-
tions without albumin. With all three organisms, “free” concentrations exhibit
lower antimicrobial effects than total concentration in the presence of albumin. This
study suggests that simulations of “free” concentrations might overestimate the
true impact of protein binding on bacterial killing and underestimate the antimicro-
bial potential of protein-bound antibiotics. Similar concerns were mentioned else-
where (20), with special emphasis on the fact that “free” concentration analyses
ignore the dynamic nature of the equilibrium between protein-bound and unbound
fractions.

Despite these limitations, in vitro dynamic models present an essential and
promising tool in drug development and experimental antimicrobial therapy. Any
of the widely used in vitro models, regardless of their design, provides a simplified
and rough approximation of antibiotic–pathogen interaction (not a bonafide
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infection!). Therefore, recurring disputes on the advantages of one type of model
over others or concern over “artifacts” inherent in some models but not in others
seem somewhat gratuitous. The only criterion of reliability of an in vitro model is
its ability to accurately predict antimicrobial effects in humans.

With proper design and interpretation, pharmacodynamic studies using
these models provide reasonable relationships of the antimicrobial effect to
antibiotic concentrations that might be predictive of antibiotic pharmacodynamics
in vivo. Unfortunately, there are only a few notable examples of in vitro–in vivo
correlations that link in vitro dynamic models with clinical infections. Future
predictive studies and clinical correlations using these models are warranted.
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4 Animal Models of Infection for the Study of
Antibiotic Pharmacodynamics

David Griffith and Michael N. Dudley
Mpex Pharmaceuticals, San Diego, California, U.S.A.

INTRODUCTION

Animal models of infection have had a prominent place in the evaluation of
infection and its treatment. From early experiments demonstrating transmission of
infectious agents to satisfy Koch’s postulates to evaluation of chemotherapy in the
antibiotic era, animal models have proven useful for understanding human
diseases.

More recently, animal models for the study of infectious disease have been
further refined to consider the importance of pharmacokinetic (PK) factors in the
outcome of infection. This allows for the study of the relationship between drug
exposure (PKs) and anti-infective activity [pharmacodynamics (PDs)]. Considera-
tion of these aspects has enhanced the information provided by animal models of
infection and made the results more predictive of the performance of drug
regimens in humans. This has largely been accomplished through a more thor-
ough understanding of the importance of PKs in the outcome of an infection,
advances in quantitation of drug concentrations in biological matrices, and the
development of metrics to quantify antibacterial effects in vivo.

This chapter will review approaches for design, analysis, and application of
these approaches in animal models for the study of optimization of anti-infective
therapy and the discovery and development of new agents.

The use of animal models of infection to study the relationship between
drug exposure in vivo and antibacterial effects dates back to the very early studies
in penicillin. These early investigators noted that the duration of efficacy of
penicillin in the treatment of streptococcal infections was dependent on the length
of time for which serum concentrations exceeded the minimum inhibitory concen-
tration (MIC) (1–3). How these early observations ultimately impacted on penicil-
lin therapy in humans is difficult to ascertain; however, it is clear that PD studies
in animal models have a crucial role in the preclinical evaluation of new anti-
infectives, optimization of marketed agents, and assessment of drug resistance.

RELEVANCE OF ANIMAL MODELS TO INFECTIONS IN HUMANS

It is largely assumed that the efficacy of a drug in an animal model will correspond
to that in humans. However, in many cases, the induction and progression of
infection in small animals does not correspond to that seen in the human setting.
For example, humans rarely suffer from large, bolus challenges of bacteria by the
intravenous route. A much more clinically relevant model for pathogenesis in
humans involving translocation of bacteria from gastrointestinal membranes
damaged by cytostatic agents has been developed (4). Despite this major difference,
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the model of sepsis is a mainstay for early preclinical evaluation of anti-infectives
in rodent models.

A few animal models have been widely accepted for prediction of effects in
humans. The rabbit model of endocarditis (see below) has proven faithful in
mimicking damage to valvular surfaces similar to that reported in human patients,
and colonization of these vegetations by bacteria and growth corresponds closely
to that observed in humans. For several years, prophylaxis regimens for endocar-
ditis were based largely on experiments in this model.

ENDPOINTS IN ANIMAL MODELS OF INFECTION

Examples of major endpoints used in PD studies in animal models of infection are
shown in Table 1. For lethal infections, the proportion of animals surviving at each
dose/exposure level is determined to generate typical dose–response curves. With
greater awareness of the potential for suffering in test animals during the later
stages of overwhelming infection from a failing drug regimen, most investigators
have substituted rapid progression to a moribund condition as a more humane
alternative endpoint. Both endpoints require careful monitoring by the investigator
and consistent application of these definitions to ensure reproducible results.
Further, only the potency of the antimicrobial is estimated, because the maximum
response is generally bounded (100% survival). However, given that death from
infection often arises due to a complex interplay of host factors, organ damage,
etc., or even other factors that may be unrelated to antibacterial effects (e.g., a
dropped cage), the investigator must be cautious in interpreting results.

In contrast, quantitation of bacteria in tissues at various time points allows
for the measurement of changes in bacterial numbers over time. The antibacterial
effects often correlate with meaningful clinical outcomes in patients [e.g., relation
between time to sterilization of cerebrospinal fluid (CSF) in meningitis and
residual neurological effects in children]. Quantification of bacterial counts in
tissues or fluids detects more subtle changes in bacterial killing with dosage
regimens. In addition, changes in susceptibility of the pathogens with treatment
can be measured. The best approach is validation of the number of pathogens in
tissues or fluids that correlates with survival in treated or untreated animals.
Identification of an earlier endpoint that predicts survival in both treated and
untreated animals meets the most rigorous definition for a true surrogate marker
(i.e., a marker that predicts survival in treated and untreated groups).

Metrics for Quantifying Anti-infective Effects In Vivo
Quantitation of antimicrobial effects in vivo usually measures the tissue or host
burden of organism at specified intervals after the initiation of treatment. In view
of the differences among drugs in in vitro PD properties (e.g., rate of bacterial
killing and postantibiotic and subinhibitory effects) as well as PK properties,
several approaches have been developed to measure the time course of antibacter-
ial effects in vivo. These metrics tend to focus either on the overall extent of
bacterial killing over time or on the rate of bacterial killing, either by measuring
the time to reach a particular level of bacteria (e.g., time to 3 log decrease) or by
calculating a killing rate [e.g., reduction in log (colony-forming units (CFU)/hr].
Table 2 summarizes several representative metrics used for describing the PD
effects on bacteria in vivo.
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PK CONSIDERATIONS IN ANIMAL MODELS OF INFECTION

As described in earlier chapters, one objective of PD modeling is to relate the in
vivo exposure of an anti-infective to the observed effects listed above. This
requires careful study of antimicrobial PKs in the test species.

Our approach is to measure the PK properties of readily available drugs in
the infected animals. Although literature data are often available, the results in a
preclinical PK study (where the goal is to carefully measure PK properties) may
differ from the values obtained in sick animals or with multiple doses. For novel
compounds, the PKs are not known, and studies in both infected and uninfected
animals are needed to characterize the PK properties of the agent as well as to
determine the actual exposure to drug in the experimental model. Nonlinear

TABLE 1 Summary of Advantages and Disadvantages of Various Endpoints in Animal
Models of Infection

Endpoint Advantages Disadvantages

Death/moribund
condition

Clear endpoint (death)
Comparable endpoint in humans

Animal stress and suffering
Short-term models require

overwhelming inoculum that may
trigger cytokine responses
irrelevant to that seen in humans

Represents a difficult test of
antibiotic/dosage regimen

Nonspecific effects of drugs
(bacterial killing vs. other
pharmacological effects)

Cannot differentiate between cidal
and static effects in vivo

Difficult to assess emergence of drug
resistance during therapy

Outcomes can be very dependent on
inoculum and other adjuvants and
can obscure PK–PD analysis

Unanticipated changes in drug
pharmacokinetics due to altered
physiology during severe infection

Quantitation of
pathogens in
body tissues
and fluids

Can determine static/cidal activity
of agent

Can assess emergence of drug
resistance during treatment to
test agents

Measure postantibiotic,
subinhibitory effects and
correlate with in vitro properties

May test strains that are avirulent
in other models (e.g., sepsis)

Assess relationship between drug
concentrations in infected
compartment with bacterial
eradication (e.g., drug
concentrations in
cerebrospinal fluid)

Relevance of tissue burden to clinical
setting in humans often not
established (“fuzzy test-tube”)

Unrealistic introduction of pathogens
into sterile body sites

Need to control for possible antibiotic
carryover in processing specimens
for quantitative culture

Tissue damage
and inflammation

Considers impact of both
bacterial growth and resultant
effects of antibiotics

Relevance to human infection
uncertain

Animal Models of Infection for the Study of Antibiotic Pharmacodynamics 81



T
A
B
L
E
2

S
um

m
ar
y
of

M
et
ric

s
U
se

d
to

D
es

cr
ib
e
R
at
e
an

d
E
xt
en

to
fB

ac
te
ria

lK
ill
in
g
U
nd

er
In

V
iv
o
C
on

di
tio

ns

M
et
ric

(s
)

T
yp

ic
al

un
its

D
es

cr
ip
tio

n
C
om

m
en

ts
R
ef
.

E
xt
en

t
of

b
ac

te
ria

lk
ill
in
g

C
ha

ng
e
in

C
F
U

Lo
g
C
F
U

pe
r
tis
su

e
w
ei
gh

t,
or
ga

n,
or

vo
lu
m
e

S
ho

w
s
ch

an
ge

in
to
ta
lb

ac
te
ria

ln
um

be
rs

at
se

nt
in
el

tim
e
co

m
pa

re
d
to

st
ar
tin

g
in
oc

ul
um

or
un

tr
ea

te
d
co

nt
ro
la

ni
m
al
s

M
os

te
as

ily
us

ed
to

de
te
rm

in
e
ef
fe
ct
s
w
he

n
de

st
ru
ct
iv
e
sa

m
pl
in
g
is

re
qu

ire
d

M
an

y

A
re
a
un

de
r
th
e

C
F
U

vs
.t
im

e
cu

rv
e

C
F
U

hr
/v
ol

or
w
ei
gh

to
ft
is
su

e
Q
ua

nt
ifi
es

th
e
to
ta
lb

ur
de

n
of

or
ga

ni
sm

s
ov

er
tim

e
by

fit
tin

g
fu
nc

tio
n
or

by
ar
ea

es
tim

at
io
n

C
om

pa
ris

on
s
as

su
m
e
si
m
ila
r
st
ar
tin

g
in
oc

ul
um

(c
an

co
rr
ec

tb
y
ra
tio

of
ob

se
rv
at
io
n
w
ith

st
ar
tin

g
in
oc

ul
um

to
ca

lc
ul
at
e
su

rv
iv
al

fr
ac

tio
n)
.
U
se

d
to

de
te
rm

in
e
th
e
ex

te
nt

of
an

ti-
in
fe
ct
iv
e
ef
fe
ct

fo
llo
w
in
g
si
ng

le
or

m
ul
tip

le
do

se
s

5–
7

S
ta
tic

do
se

(e
xp

os
ur
e)
;

E
C
-5
0,

E
C
-9
0�

Lo
g
C
F
U

pe
r
tis
su

e
w
ei
gh

t,
or
ga

n,
or

vo
lu
m
e

S
ta
tic
:N

o
ch

an
ge

in
C
F
U

ov
er

th
e

du
ra
tio

n
of

th
e
ex

pe
rim

en
tc

om
pa

re
d

to
ch

al
le
ng

e
in
oc

ul
um

.E
C
-5
0,

E
C
-9
0:

C
or
re
sp

on
ds

to
50

%
,9

0%
of

m
ax

im
um

ef
fe
ct
s

U
se

d
fo
r
co

m
pa

ris
on

of
m
ag

ni
tu
de

of
ph

ar
m
ac

ok
in
et
ic
–
ph

ar
m
ac

od
ym

an
ic

pa
ra
m
et
er

fo
r
a
gi
ve

n
le
ve

lo
fe

ffe
ct
.S

ta
tic

do
se

ob
se

rv
ed

to
co

rr
el
at
e
w
ith

m
or
ta
lit
y
in

m
ic
e
w
ith

so
m
e

in
fe
ct
io
ns

(e
.g
.,
pn

eu
m
on

ia
)

8

R
at
e
an

d
d
ur
at
io
n
of

b
ac

te
ria

lk
ill
in
g

B
ac

te
ric

id
al

ra
te

Lo
g
C
F
U
/(
m
Lh

)
D
ep

ic
ts

th
e
ra
te

of
ba

ct
er
ia
lk

ill
in
g
ov

er
tim

e
by

fit
tin

g
sl
op

e
to

lo
g
C
F
U
/m

L
vs

.
tim

e
cu

rv
e

N
ee

d
co

m
pl
et
e
de

pi
ct
io
n
of

cu
rv
e
to

es
tim

at
e

ac
cu

ra
te

sl
op

e.
D
iff
ic
ul
ty

w
ith

si
m
pl
e
m
od

el
s

w
ith

da
ta

w
ith

bi
ph

as
ic

ki
lli
ng

pa
tte

rn
or

ba
ct
er
ia
l

re
gr
ow

th

9,
10

T
im

e
to

99
.9
%

de
cr
ea

se
fr
om

st
ar
tin

g
in
oc

ul
um

H
ou

rs
D
es

cr
ib
es

th
e
tim

e
ne

ce
ss

ar
y
fo
r
a

re
gi
m
en

to
pr
od

uc
e
a
sp

ec
ifi
ed

le
ve

l
of

re
du

ct
io
n
in

C
F
U

C
ho

ic
e
of

en
dp

oi
nt

(9
9.
9%

re
du

ct
io
n)

of
te
n

ar
bi
tr
ar
y

11

E
ffe

ct
iv
e
re
gr
ow

th
tim

e
H
ou

rs
D
et
er
m
in
es

th
e
tim

e
ne

ed
ed

fo
r
a

tr
ea

tm
en

tr
eg

im
en

to
re
su

m
e
gr
ow

th
an

d
re
tu
rn

to
C
F
U

co
un

ts
at

th
e
st
ar
t

of
tr
ea

tm
en

t

A
da

pt
ed

fr
om

in
vi
tr
o
P
A
E
st
ud

ie
s
bu

t
m
ay

be
ap

pl
ie
d
to

an
im

al
m
od

el
re
su

lts
.S

tu
di
es

ne
ed

to
be

pr
ol
on

ge
d
to

ac
hi
ev

e
a
re
su

lt.
E
va

lu
at
io
n
of

m
ul
tip

le
do

se
re
gi
m
en

s
m
ay

no
tb

e
po

ss
ib
le

12

F
ul
ly

p
ar
am

et
er
iz
ed

m
et
ho

d
s

E
st
im

at
es

of
gr
ow

th
,

ba
ct
er
ia
lk

ill
in
g

ra
te
s

V
ar
io
us

pa
ra
m
et
er
s

(e
.g
.,
ki
ll
ra
te
,

gr
ow

th
ra
te
)

M
od

el
s
us

in
g
po

ly
no

m
ia
ls

or
(m

or
e

ap
pr
op

ria
te
ly
)
pa

ra
m
et
er
iz
ed

fo
r

ba
ct
er
ia
lk

ill
in
g
an

d
re
gr
ow

th
ph

as
es

.
E
C
-5
0,

E
C
-9
0:

50
%

or
90

%
ef
fe
ct
iv
e

co
nc

en
tr
at
io
n,

re
sp

ec
tiv
el
y

M
os

ta
da

pt
ed

fr
om

in
vi
tr
o
cu

rv
es

bu
tc

an
be

ap
pl
ie
d
to

re
su

lts
in

an
im

al
s.

M
an

y
m
od

el
s

un
ab

le
to

co
ns

id
er

m
ul
tip

le
do

se
s.

Li
m
ite

d
ap

pl
ic
at
io
n
ou

ts
id
e
m
od

el
s
of

in
fe
ct
io
n

13
–
15

A
b
b
re
vi
at
io
n:

C
F
U
,
co

lo
ny

-f
or
m
in
g
un

its
;
E
C
-5
0,

50
%

of
m
ax

im
um

ef
fe
ct
iv
e
co

nc
en

tr
at
io
n;

E
C
-9
0,

90
%

of
m
ax

im
um

ef
fe
ct
iv
e
co

nc
en

tr
at
io
n.

82 Griffith and Dudley



changes in exposure versus dose (due to changes in drug clearance or bioavailability
for extravascular administration) should be probed. When studying combinations of
drugs, one must ensure that PK drug interactions do not occur; PK interactions
could cause false interpretations of combination experiments (e.g., increased effects
from antimicrobial synergism), where the effect was really due to elevated concen-
trations of an active component. We have also found that the formulation used for a
second agent may also influence the PK properties of antibiotics [e.g., polyethylene
glycol (PEG) plus levofloxacin in mice; unpublished observations].

Design Issues in PK Studies for Animal Models
Sampling
Appropriate blood or tissue sampling strategies are key to getting robust estimates
of PK parameters in animals. In mice, it is usually necessary to euthanize the animal
using CO2 or another American Veterinary Medical Association (AVMA)-approved
method to obtain adequate volumes of blood for drug assay. Cardiac puncture in a
dead animal usually yields the greatest volume of blood. Harvest of tissues or other
samples and immersion in a suitable matrix for sample processing (e.g., homo-
genization) can also be done to quantify tissue levels. In larger animal species (e.g.,
rats, rabbits), an indwelling intravenous or intraarterial catheter allows collection of
multiple samples over time. In these cases, placement of two cannulas in separate
vessels should be undertaken to avoid possible carryover of drug-containing
infusate into samples.

One can use d-optimality criteria to select sampling points (16). However,
we rarely use this, because the PKs of drugs are rapid in small animals and the
slight advantage of narrowing sampling times is easily lost. Further, for novel
compounds, there is no information upon which to base the selection of sampling
times. The maximal volume of blood to be collected over a PK study session
should be estimated and approved upon consultation with a veterinarian and the
Institutional Animal Care and Use Committee.

After collection, samples can be centrifuged to separate cells from plasma or
serum and aliquots of the sample transferred to screw-capped storage tubes. Pilot
studies should consider possible loss of drug in polypropylene or other materials
that may result in falsely low levels of drug. Administration of plasma expanders
or volume replacement should be considered for prolonged studies in small
animals. Patency of catheters can be maintained by gentle flushing of lines using
heparin (10–100 U/mL) in 0.9% saline, but overzealous use can result in a
systemic anticoagulant effect.

Drug Assay
Assay of serum and tissue concentrations of drug in the test animal species can be
done using high performance liquid chromatographic (HPLC) or microbiological
assays. The more widespread availability, precision, sensitivity, and rapidity of
HPLC methods (particularly those using detection by tandem mass spectrometry)
has resulted in a shift toward the use of these methods, particularly in the early
discovery or preclinical setting. Metabolites and their antimicrobial activity should
be considered in the final PK–PD analyses. Preparation of standards in the
appropriate biological matrix (e.g., serum; tissue homogenate) should be under-
taken and the sensitivity, specificity, reproducibility, and ruggedness be validated
to ensure reproducibility of results.
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Modeling PK Data
Serum or tissue concentration versus time data can be analyzed using a variety of
methods. Although noncompartmental (SHAM—slope, height, area, moment)
methods are used by many investigators, we have found that a more informative
analysis results when compartmental models are used. In addition, full parameter-
ization allows for better simulations. Critical analysis of the selection of the
appropriate PK model and generation of PK parameters and their confidence
intervals is also helpful for performing simulations to calculate indices of PK
parameters related to the MIC. Compartmental modeling is also particularly
important for estimating PK parameters from studies that generate a single
composite “population” curve of single data points gathered from destructive
sampling (e.g., serum from mice). Many investigators have adopted WinNONLIN
as the fitting program, but several other suitable programs include ADAPT II and
MKMODEL. Even population-modeling programs (e.g., NOMEM, NPEM) may be
useful with some datasets.

After estimation of PK parameters, simulation of serum levels for various
dosage regimens can be undertaken. Unbound drug concentrations should be
simulated using protein-binding values generated in the same species. It is particu-
larly important to correlate effects with unbound drug exposure for studies where
development of PK–PD relationships will be extended to other species, particularly
humans. As will be discussed below, several studies have shown that the free
concentration of drug in serum is linked to the efficacy of several anti-infectives.
Differences in serum protein binding between preclinical species and humans could
lead to errors in conclusions concerning target levels of total drug to obtain
acceptable levels of efficacy. Examples include experience with cefonicid in the
treatment of endocarditis due to Staphylococcus aureus (17).

Animal Vs. Human PKs
The PKs of drugs are known to differ markedly between preclinical animal species
(particularly small animals used in PK studies) and humans. These differences
largely arise due to well-described allometric relationships that relate physiological
variables measured within species to differences in body weight (18). However,
the differences in PK properties between animals and humans may arise due to
differences in metabolism, biliary, or renal transport, or a combination of these
factors. For example, although meropenem is resistant to hydrolysis by human
renal dehyropeptidases, it is highly susceptible to inactivation to a deydropepti-
dase produced in mouse tissues (19). Table 3 depicts examples of differences in PK
properties between humans and small animals for several classes of agents. These
differences are often most marked for b-lactam agents.

In conducting PK–PD investigations in animal models with drugs used in
humans, it is crucial that the differences between humans and animals be consid-
ered in the design and interpretation of experiments. This is particularly important
for compounds whose activity in vivo is dependent upon the length of time
concentrations exceed the MIC (e.g., b-lactams and Pseudomonas aeruginosa). When
PK differences between humans and small animals are ignored, the results from
animal models of infection can underestimate the efficacy of compounds in
humans.

A vivid example of the importance of consideration of human versus mouse
PKs was shown in studies with ceftazidime treatment of P. aeruginosa infection in
the neutropenic mouse thigh infection model by Gerber et al. in a neutropenic
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mouse model of infections (Fig. 1) (28). When human PKs were simulated in the
mice, the bacterial killing was much more sustained than that observed under
normal mouse PK conditions.

Generally, two methods exist for simulation of human PK parameters in
animals. In the simplest terms, they involve changing drug input or drug
elimination.

Changing Drug Input
Several investigators have used multiple, frequent administrations of drugs with
rapid drug clearances and short serum elimination half-lives in mice or rats. This
approach uses the principle of superposition of successive “bolus” doses given when
concentrations are expected to have declined below target levels. The frequency of
administration may be as short as every 30 min around the clock (Fig. 1).

The availability of computer-controlled pumps for delivery of intravenous
fluids has enabled the use of these devices to use decreasing rates of drug deliver to
simulate concentrations in humans (29). Two approaches may be used: continuous
infusion of diluent into the infusate, which is delivered as an infusion into the
animal (much like what is done in in vitro PD models), or a continuously changing
intravenous infusion rate of a fixed concentration of drug in infusate. The former
approach has particular usefulness if one wishes to simulate human concentrations
of two drugs in the animal. Both of these approaches have been used in larger
animal species (rats, rabbits) in the evaluation of treatment of endocarditis, peritoni-
tis, pneumonia, and meningitis.

The theoretical advantage associated with continuous infusion of antibiotics
with certain in vitro PD properties has been studied in animal models of infection.
Continuous infusion studies are considerably simpler than intermittent adminis-
tration. One simply needs to divide the desired steady-state drug concentration by
the drug clearance in the animal species to determine the infusion rate. Studies
have evaluated delivery by this route for up to 5 days. Continuous infusion of
drugs may also be obtained in mice using Alzet peritoneal or subcutaneous micro-
osmotic pumps.

Changing Drug Elimination
An alternative (and perhaps more direct) way to mimic human drug PKs in small
animals is to slow drug elimination. For drugs largely excreted unchanged in
urine, inducing renal impairments by administration of a nephrotoxin can result
in slow excretion and allow for close simulation of human dosage regimens in
mice. Several investigators have administered a single dose of uranyl nitrate

TABLE 3 Comparison of Pharmacokinetic Parameters of Selected Antimicrobials in Small
Animals and Humans

Clearance [L/(hr kg)] Elimination t½ (hr)

Drug Human Rat Mouse Human Rat Mouse References

Ceftizoxime 0.12 1.16 3.67 1.27 0.26 0.15 18, 20
Vancomycin 1.89 0.36 0.75 1.5 2.8 0.63 21, 22
Ofloxacin 0.15 0.45 NA 7.0 1.84 NA 23, 24
Azithromycin 1.29 3.85 3.33 65.9 6.8 0.72 25–27

Abbreviation: NA, not available.
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For example, 10 mg/kg given 2–3 days prior to antibiotic treatment) to induce
temporary renal dysfunction for studies of short-term duration (e.g., 24–30 h) (8).

Although convenient, this substance is considered to have low-level radia-
tion, and some states require special permits for its handling and disposal. Other
substances have been reported to cause renal impairment in rodents (e.g., glycerol)
(30); however, we did not find that it significantly altered the PKs of aztreonam in
mice (Tembe, Chen, Griffith, and Dudley, unpublished observations).
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Figure 2 compares the serum PK profile for amoxicillin in mice pretreated
with a single dose of uranyl nitrate with concentrations in humans.

When proper doses are administered, the serum concentration versus time
profile is comparable to that observed in humans. Simulation of human serum drug
levels allowed for testing of the relationship between amoxicillin MIC and effects in
a mouse model using drug exposures comparable to those observed in humans (8).

Other approaches for reducing drug clearance include administration of
drugs that block renal tubular secretion. This requires that the agent of interest be
excreted to a high degree by net renal tubular secretion in the animal species to
be tested. Probenecid is one example; however, the magnitude of the effect may
be variable and highly dose dependent. In addition, probenecid may have effects
on other nonrenal pathways for elimination, including Phase II metabolism.

PD MODELING USING MATHEMATICAL INDICES FOR
RELATING PK DATA WITH THE MIC
PK–PD Indices and Relationship to Dose, MIC, and Drug Half-Life
As described in earlier chapters, several indices for integrating PK data with the
MIC have been applied for the study of anti-infective PDs. Figure 3 depicts several
indices that have been used to express these relationships.

As shown in the figure, all the parameters are highly correlated; e.g., an
increase in dose results in an increase in all parameters. However, the magnitude
of changes in each parameter with different doses, dosing intervals, drug clear-
ance, and MIC will not increase proportionately with all the PK–PD indices. This
is especially important in the design and interpretation of studies of drugs with
short half-lives in small animals where the percent of the dosing interval drug
concentrations that exceed the MIC is the most important parameter for describing
in vivo antimicrobial effects.

A brief consideration of the effects of dose on PK–PD parameters is helpful in
recognizing the relative importance of each of these variables. For the ratios Cmax/
MIC or area under the concentration–time curve (AUC)/MIC, a change in dose
results in proportional and linear (assuming linear PKs) changes in AUC/MIC.
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Similarly, the MIC affects these parameters (inversely) but the proportion of change
is linear.

The picture is considerably more complicated in the calculation of the
number of hours drug concentrations exceed the MIC. For a one-compartment PK
model and bolus drug input,

Hours concn. exceeds MIC (T>MIC) ¼ In dose=V � ln MIC
Cl/V

In contrast to the ratio metrics Cmax/MIC and AUC/MIC, the magnitude of
change in T > MIC with dose or MIC is not directly proportional but changes as
the natural logarithm of these values. Changes in drug clearance (half-life) produce
the most marked change in this parameter.

The practical implications of this relationship for the design of studies and
the evaluation of PK–PD data in animal models of infection for drugs where
activity in vivo is dependent upon T > MIC are profound. Figure 4 depicts changes
in T > MIC according to MIC or drug dose. When drug half-life is very fast (Cl/V
is large), even high doses of drug will produce only minor changes in T > MIC.
Similarly, differences in in vitro potency (MIC) will have little effect on T > MIC.

Failure to incorporate these considerations into experiments results in erro-
neous conclusions concerning the effects of changes in MIC or drug dose and in
vivo response for drugs where in vivo activity is linked to T > MIC.

Designing Experiments to Identify Relationships
Between PKs, MIC, and In Vivo Effects
In planning experiments in which many regimens can be evaluated (e.g., short-
term studies in mouse models), simulations of serum drug concentrations versus
time using PK parameters derived from infected animals should be performed. The
parameters, MICs, and dosage regimens can easily be programmed into a spread-
sheet to generate PK–PD data. One can assess a number of “what if” scenarios for
several doses, dosage regimens, and MICs and generate two- or three-dimensional
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plots showing the correlation for each regimen. An example of uncorrelated PK–
PD parameters for several vancomycin regimens in a mouse is shown in Figure 5.

One can finalize the selection of dosage regimens that will minimize the
covariance among different PK–PD parameters. In selecting regimens, it is also
important to be mindful of the relationships of dose and MIC with the number of
hours serum concentrations will exceed the MIC. In some cases, it may be virtually
impossible to design dosage regimens that produce a range of PK–PD parameters
that correspond to those possible in humans. In these cases, the use of techniques
to alter drug input or retard drug clearance may be required.
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ANIMAL MODELS USED IN PK–PD STUDIES
Selection of Appropriate Models for Study of PK–PD Issues
For the study of PKs–PDs in an animal model, one must take into considera-
tion that the time course of antimicrobial activity will vary between different
antimicrobial agents. For example, b-lactam antibacterials exhibit very little con-
centration-dependent killing and, in the case of staphylococci, long in vivo
postantibiotic effects (PABs). For these antibacterials, high drug levels will not kill
bacteria more effectively or more rapidly than lower drug levels, because these
agents should be bactericidal as long as the drug concentrations exceed the MIC.
In contrast, fluoroquinolones and aminoglycosides show concentration-dependent
killing. For these agents, the peak/MIC or AUC/MIC ratios should be the PK–PD
parameters that most effectively describe their efficacy (1). With these caveats in
mind, the choice of an animal model to study PK–PD parameters will depend on
the organism one wishes to study, the PKs of the antimicrobial agent, and the type
of infection one ultimately intends to treat in humans.

Of the animal models used to study PK–PD relationships, the most commonly
used is the neutropenic mouse thigh model, fully described by Gerber and Craig in
1982 (20). Other animal models used to study PK–PD relationships include animal
models of pneumonia (21–23), kidney infections/pyelonephritis (24), peritonitis/
septicemia (25,26), meningitis (27–31), osteomyelitis (32), and endocarditis (33–35).
In fact, almost any model can be used as long as drug exposure can be correlated
with organism recovery or response.

Factors Influencing Endpoints
Factors that affect the results of all endpoints include the test strain and initial
challenge inoculum, treatment-free interval (i.e., interval between bacterial inocula-
tion and initiation of treatment), immunocompetence of test animal species,
and administration of adjuvants. All these can contribute to the outcome and the
conclusion concerning the magnitude of the PK–PD parameter required for efficacy.
Gerber et al. (36) showed that the efficacy of aminoglycosides and b-lactams was
markedly affected by delaying treatment, requiring a higher dose. In fluoroquinolone
treatment of pneumococcal infection in mice, the AUC/MIC ratio associated with
the static effect is similar in immunocompetent or neutropenic mice. In contrast,
AUC/MIC is considerably different between neutropenic and nonneutropenic mice
in infections due to Klebsiella pneumoniae (37).

Animal Models
To study the PDs of an antimicrobial agent, the PKs of the agent in question
should be determined in the animal species and under the same conditions that
will be used in the infection model (e.g., neutropenic mice in the case of the
neutropenic thigh model). The MICs of the organisms to be tested should be
determined by a National Committee for Clinical Laboratory Standards (NCCLS)
reference method.

Thigh Infection Model
The thigh infection model has been used extensively to describe the PDs of several
classes of drugs, particularly fluoroquinolones, macrolides, b-lactams, and amino-
glycosides. Most investigators have used Swiss albino mice for this model, although
any mouse strain can be used. Although occasional studies are done in normal
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(nonneutropenic) animals, most of the experience with this model has been obtained
in neutropenic mice (38). Most investigators induce neutropenia by the administra-
tion of 150 and 100 mg/kg of cyclophosphamide on days 0 and 3, respectively.
This results in severe neutropenia by day 4, which is sustained over at least a 24- to
48-hour period (38). Inocula should be prepared in a suitable medium and allowed
to grow into log phase. After dilution, 0.1 mL of bacterial suspension (105–106 CFU)
is injected into each thigh while the animals are under light anesthesia (e.g.,
isoflurane, sodium pentobarbital, ether). For some experimental designs, a different
organism may be injected in the contralateral thigh (e.g., when studying resistance
mechanisms in isogenic strains), or mixtures of organisms can be used. The
organisms are usually allowed to grow for two hours prior to the start of treatment.
Treatment is given in multiple dosing regimens over 24 hours on the basis of the
PKs of the drug and PK–PD parameters being tested. After 24 hours of treatment,
the animals are euthanized and their thighs are removed, homogenized in sterile
saline, and serially diluted and cultured on a suitable medium to perform colony
counts. In the event of agents with long half-lives (e.g., azithromycin), thigh
homogenates can be assayed for the drug to exclude the possibility of drug
carryover interfering with the results, or a substance to inactivate drug (e.g., b-
lactamase) may be added. The CFU/thigh determined for each dosing regimen can
be quantified, and relationships to drug exposure fit to a suitable PD model.

Pneumonia Models
The pneumonia model described below is a mouse model; however, there are a
number of different models in rats (21,39), hamsters (40), or rabbits (41). Organ-
isms used in pneumonia models include, but are not limited to, Streptococcus
pneumoniae, K. pneumoniae, P. aeruginosa, S. aureus, Pseudomonas mirabilis, Fecal coli,
Legionella pneumophila, and Aspergillus fumigatus. Adjuvants are often used to
increase virulence. In the mouse model, most Swiss albino mice of either sex can
be used.

Depending upon the organism, the mice may or may not need to be rendered
neutropenic. Inocula should be prepared in a suitable medium and allowed to
grow into log phase. After dilution, the animals are infected by intranasal instilla-
tion of 0.05 mL of bacterial suspension (�106–107 CFU) while the animals are under
anesthesia (isoflourane, sodium pentobarbital, ether, etc.). Treatment is given in
multiple dosing regimens for up to two days starting 24 hours after infection. After
24 to 48 hours of treatment, the animals are killed and their lungs are removed,
homogenized, serially 10-fold diluted, and then cultured on a suitable medium to
perform colony counts. The CFU/lungs determined for each dosing regimen can
then be fit to a suitable PD model. The advantages of this model are that the
prolonged endpoint (24–48 hours) allows for several cycles of bacterial growth.

Using this model, Woodnutt and Berry (21) found that the efficacy of
amoxicillin–clavulanate (a combination of the two drugs) was best described by
percentage time above the MIC, with the maximum bactericidal effect being
achieved at a T > MIC of 35% to 40%.

Pyelonephritis/Kidney Infection Models
Kidney infection models for study of antifungal activity have been described in
both mice (24) and rats (42). Organisms used in kidney infection models include,
but are not limited to, Bacterium faecalis, F. coli, S. aureus, Candida albicans, and
A. fumigatus.
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For the mouse model, most Swiss albino, Balb/c, and DBA/2 mice can be
used. Swiss albino mice can be rendered neutropenic to support growth of the
organism. Inocula should be prepared in a suitable medium and allowed to
grow into log phase. After dilution, the animals are infected by intravenous
injection. Treatment is started two hours after infection in the case of C. albicans
but can be started as late as 24 hours after infection in the case of F. faecalis.
Treatment is given in multiple dosing regimens for 24 hours or longer. After 24
to 120 hours of treatment, the animals are killed and their kidneys are removed,
homogenized, serially 10-fold diluted, and then cultured on a suitable medium
to perform colony counts. The CFU/kidneys determined for each dosing regimen
can then be fit to a suitable PD model. The advantages of this model are
endpoints that can range anywhere from 24 to 120 hours, it generally uses an
inoculum high enough to study resistance, and it allows for several growth and
regrowth cycles. Using this model, it has been shown that the AUC/MIC best
predicts the effects of fluconazole against strains with a wide range of suscept-
ibilities to this drug (24,43,44).

Peritonitis/Septicemia Models
The septicemia model described below is a mouse model (26,45); however, there is
a similar model in neutropenic rats (25). Organisms used in peritonitis/sepsis
models include, but are not limited to, F. coli, S. aureus, Staphylococcus epidermidis,
P. aeruginosa, K. pneumoniae, S. pneumoniae, F. faecalis, Serratia marcescens,
P. mirabilis, group B Streptococcus, C. albicans, and A. fumigatus.

For this model, almost any mouse species can be used. Mice may or may not
need to be rendered neutropenic. Inocula should be prepared in a suitable
medium and allowed to grow into log phase. After dilution, the animals are
infected by intraperitoneal injection of 0.1 to 0.5 mL of bacterial suspension
(�1–109 CFU/mouse). Treatment is given in multiple dosing regimens for up to
72 hours. After treatment, animals still alive are considered long-term survivors.
Deaths recorded throughout the experiment can be compared by Kaplan–Meier or
probit analysis. Percent survival [(number alive/number treated) · 100] deter-
mined for each dosing regimen can then be fit to a suitable PD model.

Using this model, Knudsen et al. (45) found that the peak/MIC ratio and
time above MIC were associated with survival for vancomycin and teicoplanin
against S. pneumoniae. In a study using peritoneal washings and survival in mice
for Fmax modeling, der Hollander et al. (26) found that the peak/MIC ratio was
associated with maximum bactericidal effects for azithromycin against S. pneumo-
niae and was achieved at a ratio of 4. In a similar model in rats, Drusano et al. (25)
found that for lomefloxacin, a peak/MIC ratio that was 20:1 or 10:1 was associated
with survival against P. aeruginosa. At peak/MIC ratios of <10:1, they found that
the AUC/MIC ratio was associated with survival.

Meningitis Models
The meningitis model described below is a rabbit model (9,10). There are also
models in the rat, guinea pig, cat, dog, goat, and monkey, but studies in the higher
species are discouraged. Organisms used in meningitis include Neisseria meningiti-
dis, S. pneumoniae, Haemophilus influenzae, S. aureus, Streptococcus pyogenes, Strepto-
coccus agalactiae, F. aerogenes, F. coli, K. pneumoniae, P. mirabilis, P. aeruginosa, and
Listeria monocytogenes.
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For this model, male or female rabbits can be used. A dental acrylic helmet
is attached to the skull of each rabbit by screws while it is under anesthesia. The
helmet allows the animal to be secured to a stereotactic frame made for the
puncture of the cisterna magna. Meningitis is induced by injection of a bacterial
suspension directly into the cisterna magna. Treatment is started 18 hours after
infection and is given in multiple dosing regimens for up to 72 hours. The
CFU/mL CSF fluid or cure rates (sterile CSF cultures) determined for each dosing
regimen can then be fit to a suitable PD model.

In this model, Tauber et al. (27) found that the peak CSF drug level/minimal
bactericidal concentration (MBC) ratio emerged as an important factor contribut-
ing to the efficacy of ampicillin against S. pneumoniae. In earlier studies, these
investigators also found that there was a linear correlation between b-lactam CSF
peak concentrations and bactericidal activity in rabbits with S. pneumoniae menin-
gitis (9). Antibiotic concentrations in the CSF in the range of the MBC produced
static effects, and concentrations of 10 to 30 times the MBC produced a maximal
bactericidal effect.

In the same model of pneumococcal meningitis, Lutsar et al. (31) found that
the bactericidal activity of gatifloxacin in the CSF was closely related to the AUC/
MBC ratio but that maximal activity was achieved only when drug concentrations
exceeded the MBC for the entire dosing interval. In another study of pneumococcal
meningitis, Lutsar et al. (10) found that for ceftriaxone the time above MBC predicted
the bacterial killing rate and that there was a linear correlation between time above
MBC and bacterial killing rate during the first 24 hours of therapy. Sterilization of
the CSF was achieved only with T > MBC of 95% to 100%. Ahmed et al. (46) found
that concentrations of vancomycin needed to be at least four- to eightfold the MBC
of S. pneumoniae in order to obtain adequate bacterial clearance. The suggestion was
also that time above the MBC in the CSF was required for efficacy.

Osteomyelitis Models
The osteomyelitis model described below is both a rat model (32) and a rabbit
model (47). Organisms used in osteomyelitis models include S. aureus and
P. aeruginosa. For this model, male or female rats or rabbits can be used. Animals
are anesthetized, then the tibia is exposed, and a 1 mm hole is bored with a dental
drill into the medullary cavity of the proximal tibia. Bones are infected by first
injecting 5% sodium morrhuate followed by an injection of bacterial suspension.
The hole is plugged with dental gypsum, and the wound is closed. Treatment is
initiated 10 days after surgery and is given in multiple dosing regimens for up to
21 days for each compound.

In this model, O’Reilly et al. (32) chose single daily doses of 50 mg/kg for
azithromycin, single daily doses of 20 mg/kg for rifampin, and three 90 mg/kg
doses of clindamycin daily for treatment regimens against S. aureus. Despite having
large bone peak/MIC and trough/MIC ratios, azithromycin failed to sterilize a
single bone. Clindamycin sterilized 20% of the animals treated, and rifampin
sterilized 53% of the animals treated. These results underscore the difficulties in
predicting the efficacies of antibiotics in osteomyelitis on the basis of in vitro
studies and antibiotic levels in bone.

Endocarditis Models
The endocarditis model has been used extensively to evaluate antimicrobial regi-
mens. Its advantages are that it produces an infection comparable to that observed
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in humans. The endocarditis model described below is a rabbit model (48); however,
there is also a rat model (49). Organisms used in osteomyelitis models include,
but are not limited to, S. aureus, P. aeruginosa, S. epidermidis, F. aerogenes, F. faecalis,
F. faecium, Streptococcus sanguis, S. mitis, C. albicans, and A. fumigatus.

For this model, New Zealand rabbits are usually used. Rabbits are anesthe-
tized; then a catheter is placed across the heart valve and left in place for the
duration of the study. Animals are infected after 24 hours by an intravenous
injection of bacterial inoculum. Treatment begins 24 hours after infection and is
given as multiple dosing regimens for 3 to 10 days. Animals are killed; then heart
valve vegetations are collected, homogenized, serially 10-fold diluted, and then
cultured on a suitable medium to perform colony counts. Terminal blood samples
are taken to check for sepsis. The CFU/g vegetation determined for each dosing
regimen can be fit to a suitable PD model.

In the rabbit model, Powell et al. (50) found that single daily doses or
continuous infusion of tobramycin provided equally efficacious results, suggesting
that the AUC/MIC ratio may be the variable that best describes the efficacy of this
compound. In another rabbit model of endocarditis, Fantin et al. (51) found that RP
59500 was efficacious against S. aureus despite the fact that it was above the MIC
for only 33% of the time. However, it was found that RP 59500 penetrated veget-
ations well with a vegetation/blood ratio of 4:1 and a prolonged in vitro PAB.

In a rat model of endocarditis, Entenza et al. (49) found that despite having
concentrations of the quinolone Y-688 that were the same as human concentrations,
the compound failed to be efficacious against quinolone-resistant S. aureus. This
failure may be due to insufficient vegetation penetration (52). In separate in vitro
time-kill studies with S. aureus, low concentrations of Y-688 selected for drug
resistance. Poor drug penetration into vegetations could have provided ideal condi-
tions for selection of resistance in vivo, and hence the failure of Y-688 in this
model.

In an analysis of 19 publications on the treatment of experimentally induced
endocarditis caused by S. aureus, S. epidermidis, viridians streptococci, F. aerogenes,
and P. aeruginosa in rabbit or rat models, Andes and Craig (35) found that for
fluoroquinolones, a 24-hour AUC/MIC of �100, a peak/MIC of >8, and a time
above the MIC of 100% were all associated with significant bactericidal activity
after three to six days of therapy. However, they determined that the 24-hour
AUC:MIC ratio exhibited the best linear correlation. A conclusion was that the
results found in endocarditis with quinolones were similar to those found in the
neutropenic thigh model.

EXAMPLES OF THE USE OF ANIMAL MODELS
TO STUDY PK–PD ISSUES
In Vivo PABs
PABs have been recognized since the very early studies of penicillin. Although in
vitro studies can describe the persistent effects of a drug following its complete
removal from a growing culture, they often have little relevance to the in vivo
setting when drug concentrations fall more slowly over time. In contrast, demon-
stration of persistent antibiotic effects following a single dose can be helpful in
determining the optimal dosage interval. Single dose experiments in animal models
can be used to define the in vivo PAB [in vivo post antibiotic effect (PAE)] (53,54).
In these experiments a single dose of drug is given and the serum concentration
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and tissue burden of the test organisms are measured over time. The in vivo PAE
is calculated by the equation

PAE ¼ T – C – M

where M the time for which plasma levels exceeded the MIC, T is the time
required for the bacterial counts of treated mice to increase by 1 log10 CFU/thigh
above the count at time M; and C is the time necessary for the counts in control
animals to increase by 1 log10 CFU/thigh. An example is shown in Figure 6.

There are some important differences between the in vitro and in vivo PABs.
Most notably, the in vivo PAE tends to be longer than the in vitro PAB. A possible
explanation for the differences between the in vitro and in vivo PABs is the effect
of subinhibitory drug concentrations on bacterial growth and regrowth. Sub-MIC
concentrations can increase the length of the PAE (55), as reflected in the in vitro
measurement, PAB-sub-MIC effects (SME). Measurements of the in vivo PAE from
single-dose experiments can then be used to better define the duration of anti-
microbial effects in vivo with declining concentrations.

Serum Protein Binding
Unfortunately, the effect of serum protein binding on antimicrobial activity still
attracts considerable controversy and confusion among many clinicians and
researchers. The proportional reduction of antimicrobial activity in the presence of
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serum or binding proteins has been thoroughly demonstrated for several anti-
infectives in susceptibility testing.

Although of high interest, there are too few examples of well-controlled
experiments that demonstrate the importance of serum protein binding on efficacy
in vivo. The difficulty in showing the importance of protein binding in animal
models largely lies in the fact that the class of anti-infectives with the greatest
variability in serum protein binding is the b-lactam antibiotics. Since the in vivo
efficacy of these agents is dependent upon T >MIC and they have relatively short
half-lives in small animals, large differences in serum protein binding are required
to produce significant differences in free-drug T >MIC. Merriken et al. (56) demon-
strated the importance of serum protein binding on the efficacy of several
structurally related analogs of penicillin in a mouse model of sepsis due to
S. aureus. All of the agents had similar in vitro potency against the test organism
(MIC between 0.25 and 0.5 mg/L) and PK properties, but the percent bound to
serum proteins ranged between 36% and 98%. Although the differences in PK
properties of total drug were small (2.5-fold range), there was a 70-fold difference
among agents in dose required for survival in 50% of animals (ED-50 ranged from
0.7 to 49.7). In a neutropenic mouse thigh model, we also compared the efficacy of
three cephalosporin analogs with varying MICs to two strains of methicillin-
resistant S. aureus, PKs, and protein binding. As shown in Figure 7, bacterial
killing was best described by the number of hours that free-drug concentrations
exceeded the MIC.

Drug Resistance
The increasing problem of resistance to anti-infective drugs has required critical
analysis of the significance of novel resistance mechanisms. The study of drug PDs
in animal models of infection either using isogenic strains with or without a
resistance factor or using relevant clinical isolates can assess the importance of
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resistance under in vivo conditions. This information can be important in estab-
lishing resistance breakpoints for in vitro MIC testing (see below) as well as for
formulating optimal dosage regimens to prevent or overcome established resis-
tance. Generally, if resistance in vivo is less than that observed in vitro, this will
be reflected by the disruption of expected relationships between drug exposure
(e.g., AUC) and MIC.

The clinical relevance of resistance to extended spectrum cephalosporins by
novel plasmid-mediated b-lactamases was studied by Craig et al. in the neutrope-
nic mouse thigh model against several isogenic strains producing extended-
spectrum b-lactamases. Mice were pretreated with uranyl nitrate to simulate
human exposures to the drug. The results showed that although MICs were
elevated at a high inoculum, in vivo results were best correlated with MICs
obtained at the lower inoculum (Craig W, personal communication).

Reduced susceptibility to vancomycin in enterococci, and more recently
S. aureus, is of increasing clinical concern because of the absence of alternative
therapies. In experiments in the neutropenic mouse thigh model with S. aureus
strains that were vancomycin-susceptible or intermediate (VISA), the efficacy was
best described by the Cmax/MIC or AUC/MIC ratio. When results for the
vancomycin susceptible strains were compared with those for VISA, only slightly
higher vancomycin exposures (Cmax or AUC) were required for the same level of
efficacy despite the higher MICs. Although further studies are required, this
suggests that these strains have a reduced level of susceptibility in vivo to
vancomycin that is less than that predicted by the in vitro MIC (57). Optimization
of vancomycin dosage regimens could be a successful strategy for the clinical
management of strains with reduced susceptibility to vancomycin.

Drug efflux is increasingly recognized as an important mechanism of resis-
tance in bacteria and fungi. However, little is known concerning the efficiency of
these pumps to produce resistance under in vivo conditions. Using isogenic strains
of P. aeruginosa with varying levels of expression of the multicomponent mexAB-
oprM efflux pump, a reduced response to levofloxacin and ciprofloxacin in the
neutropenic mouse thigh model and mouse sepsis model was observed; the
reduction in efficacy due to efflux was proportional to the change in AUC/MIC
(58). In contrast, Andes and Craig (59) reported that AUC:MIC ratios associated
with response in the neutropenic mouse thigh model for NOR-A efflux-related
resistance to fluoroquinolones in S. pnuemoniae were lower than that in susceptible
strains or strains with reduced susceptibility due to nonefflux (e.g., gyrA) mechan-
isms. These data suggest that efflux mechanisms of resistance may be significant
in some bacteria but not in others.

Resistance to fluconazole due to target modifications and/or efflux has also
been shown to be significant in vivo using PD modeling. Sorensen et al. studied
several strains of C. albicans with over a 2000-fold range in MIC in a mouse model
of disseminated candidiasis. The reduction in counts in kidneys at 24 hours
following fluconazole was found to be described by the AUC/MIC ratio for all
doses and strains tested (44), suggesting that elevated fluconzole MICs due to
target or efflux-based mechanisms correspond to similar levels of reduced activity
in vivo.

Establishing Susceptibility Breakpoints
Given the usefulness of PK–PD relationships for predicting efficacy in vivo, animal
models using these analyses have been used for establishing breakpoints for in vitro
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susceptibility testing. The Antimicrobial Susceptibility Testing Subcommittee of the
NCCLS has used such analyses for consideration of breakpoints for certain classes of
drugs where clinical data are scant as well as for new agents. A combined approach
where data from human clinical trials involving treatment with organisms with
varying MICs along with animal model PK–PD data provides a rational basis for
establishing susceptibility breakpoints.

PK–PD data derived in animal models of infection are used to establish
susceptibility/resistance breakpoints for MIC testing in several ways. Studies in a
relevant model of infection can be used to characterize the parameter that best
describes efficacy in the model. The “target” PK–PD parameter (e.g., 24-hour AUC/
MIC ratio) for producing a bacteristatic drug, 50% or even 90% of the maximum
response can be derived from the experiments. Based on the PK properties in
humans at safe doses, PK–PD parameters for various dosage regimens can be
calculated for various MIC values. The highest MIC value that still achieves the
target PK–PD parameter for the drug would correspond to a suitable MIC break-
point for susceptibility testing. For example, for a drug whose efficacy in an animal
model of infection is maximal when the 24-hour free-drug AUC/MIC ratio exceeds
30 and safe regimens in humans produce a 24-hour AUC of 60 mg hr/L, a suscept-
ibility breakpoint of 2 mg/L could be recommended. Of note is that although the
exact serum concentration versus time curve, dosing frequency, and protein binding
may differ between humans and small animals, these differences are considered in
reducing the exposure relative to the MIC by using PK measures for free drug (e.g.,
free-drug AUC, free Cmax).

3

2

1

0

-1

-2

-3

-4

0.
01

6

0.
03

0.
06

0.
06

0.
06

0.
25

0.
25 0.
5

0.
5

0.
5

1.
0

2.
0

2.
0

4.
0

4.
0

4.
0

5.
6

C
ha

ng
e 

in
 lo

g 1
0 

C
F

U
 o

ve
r 

24
 h

ou
rs

MIC (mg/L)

FIGURE 8 Effect of simulated human dosage regimens of amoxicillin on recovery of bacteria
from the thighs of neutropenic mice according to amoxicilin MIC. Mice were pretreated with uranyl
nitrate to enable simulation of amoxicillin levels corresponding to that observed in humans with
usual doses as shown in Figure 2. Organisms with an MIC 2 mg/L all showed a reduction in CFU/
thigh, thus supporting a susceptibility breakpoint of this value. Abbreviations: CFU, colony forming
units; MIC, minimum inhibitory concentration. Source: From Ref. 8.

98 Griffith and Dudley



The rigor of the selected breakpoint can be further evaluated using simula-
tion. The availability of population PK parameters and their variability in target
patient groups can be used to determine the probability of individual patients
attaining a PK–PD target parameter using a selected breakpoint. The simulation
can be even further developed by incorporating the distribution of MICs in
organisms of interest and serum concentration data for individual patients for the
population means and variances (60). This corresponds to the equivalent of a
simulated clinical trial.

An alternative approach employs direct simulation of human PKs in the
animal and testing of strains with varying MICs to the test agent. One would
expect to see a graded response according to MIC and ultimately a “no effect” at a
threshold MIC value. This approach is shown in Figure 8.

Human dosage regimens of amoxicillin were simulated in neutropenic mice,
whose thighs were then infected with several strains of S. pneumoniae with varying
levels of susceptibility to the drug. For strains with MICs exceeding 2 mg/L, little
or no effect was seen on bacterial counts recovered from mice at 24 hours, thus
supporting a susceptibility breakpoint of 2 mg/L or less.

CONCLUSIONS

Animal models of infection are a pivotal tool in the study of PK–PD properties of
anti-infectives. Consideration of PK–PD issues in the design and interpretation of
experiments in animals have strengthened the usefulness of these models for the
study of human infection. Animal experimentation has been greatly improved
because of recognition of the importance of these issues. In addition, many of the
recognized limitations of animal models for application to treatment of human
infections have been overcome by recognition of the importance of PKs in the
outcome of infection. These principles are routinely applied in the study of new
drugs in all phases of drug discovery and development as well as in the optimiza-
tion of dosage in the pre- and postmarketing evaluation of agents.
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INTRODUCTION

The use of combinations of antimicrobial agents is a common practice during
clinical therapy. There are several reasons why combination therapy is used or
should be used, but all have the intention of increasing efficacy. Although one of
the major reasons is the supposedly synergistic action between two antimicrobial
agents, it is not always clear whether certain classes of antimicrobial agents can or
do act synergistically in vivo. Indeed, in two recent meta-analyses, no significant
difference in outcome was found between patients who received combination
therapy and those who received monotherapy (1,2), except for perhaps infections
caused by Pseudomonas aeruginosa. One of the reasons that no significant difference
in outcome was found between the groups receiving monotherapy and combina-
tion therapy might have been diversity of patients and indications in the trials
studied, and the finding that there is no difference between the groups a result of
the relative low power of the analysis. If combination therapy is advantageous in
certain settings and not in others, the ability to predict that synergistic effects exist
would help to make a rational choice.

A number of in vitro tests have been developed and used over the years that
were thought to predict the degree of interaction between antimicrobial agents,
and furthermore, if they do, whether a particular combination is synergistic
against the specific strain causing the infection in a particular patient. We here
focus on the methods and its relevance to clinical practice to predict the effect of
antimicrobial combinations. To that purpose, we discuss the correlation of results
of various in vitro methods, and correlation of these in vitro results with clinical
efficacy as determined in in vitro pharmacokinetic models (IVPMs), animal
models, and clinical trials. The efficacy of combination therapy for endocarditis is
not taken into consideration because this is a specific disease entity.

LABORATORY METHODS TO TEST ANTIBIOTIC INTERACTIONS

The susceptibility of micro-organisms to antibiotics is usually expressed as a
minimal inhibitory concentration (MIC). Further insight in the killing kinetics of
an antibiotic can be gained from time-kill experiments. In both methods, bacteria
are exposed to various antibiotic concentrations and the result, i.e., growth
and killing at certain concentrations, is somehow interpreted in a way that is
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considered to predict efficacy in vivo (3–6). Similarly, the laboratory tests most
frequently used for investigation of the interaction between two antimicrobial
agents are combination tests of MICs and interpretation thereof [e.g., checkerboard
titrations, fractional inhibitory concentrations (FICs), isobolograms, and surface
response], time-kill experiments, and agar diffusion tests.

Checkerboard Titrations
The method used most frequently to study antibiotic interactions is the checker-
board titration. In this method, serial dilutions of two antibiotics in concentrations
equal to, below, and above the individual MIC of the micro-organism are tested.
The checkerboard consists of columns in which each well contains the same
amount of antibiotic A being over i dilutions along the x-axis, and in rows in
which each well contains the same amount of antibiotic B over j dilutions on the
y-axis (Fig. 1). The result is that each well contains a different combination of
concentration of the two antibiotics. The total number of wells is i × j wells.

Although the results obtained from a checkerboard experiment seem to be
quiet obvious, the interpretation of these results is less clear. Three problems can
be distinguished. The first is compilation of i × j results in one single number. The
method most commonly used is the FIC. For each well, the fractional concentra-
tions of these drugs can be calculated [FIC ¼ concentration drug A/MIC A) þ
(concentration drug B/MIC B)] (7,8). These FICs are calculated for all wells with
the lowest concentrations that show no visible growth after 24 hours [or other
time period, depending on the micro-organism–antimicrobial combination (9)]
incubation with the target micro-organism. The mean FIC or fractional inhibitory
index for the complete checkerboard is then calculated as the sum of these FICs
divided by the total number of wells (FICi ¼ S FIC/n). Although this approach
seems to be clear enough, several methods have been described to calculate a FICi
but the standardization of the FIC index as introduced by Hallander is now most
commonly applied (10). Especially in earlier years, the methods used to determine
the FICi varied widely and the results reported should be viewed with some
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 0.25
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etc
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FIGURE 1 In the checkerboard, serial dilutions of two drugs are combined, usually employing
ranges of concentrations including the MICs of the drugs being tested. The concentrations of the
drugs are expressed in mg/L. Abbreviation: MICs, minimal inhibitory concentrations.
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caution. In a survey among 11 publications examining the relation between FIC
and outcome of combination therapy, none of the authors described exactly how
the FIC index was calculated (11). Of the four authors who responded to a
questionnaire, three had used different methods to calculate the FIC and none of
these were as originally described by Hallander.

The second problem is the interpretation of the FICi itself, that is which values
should be interpreted as synergistic and which as antagonistic. The interpretation of
the American Society of Microbiology as well as the British Society of Antimicrobial
Chemotherapy use the following interpretation: A combination of the drugs is
defined as synergistic if FICi� 0.5, as additive or indifferent if 0.5 < FICi < 4.0, and
as antagonistic if FICi� 4.0 (12,13). However, there is no universal consensus
regarding the criteria that define additivity and antagonism and several other
definitions exist (14). In various other guidelines and studies, the definition for
synergism varies between FICi < 0.5 and FICi � 1 (14–17). One of the reasons is
that there are different interpretations of the method used. The error of measure-
ment of an MIC is one dilution. There is therefore also an error of measurement in
the determination of the FICi, which is one of the main reasons that FICi values
between 0.5 and 4 are designated as indifferent. If the experiments were repeated a
number of times and a confidence interval (CI) determined, strict cutoff values and
the interpretation thereof would be less controversial. Values with 95% CI including
1 would be indifferent, otherwise there would be some interaction. Yet, in a study
comparing the results of repeat experiments, Rand et al. (18) found that 25% of
replicate sets gave discordant classification results despite the excellent reproduci-
bility of the individual MICs. They concluded that experiments should be per-
formed at least in fivefold with more than 80% agreement between replicates
required for classification. Alternatively, Te Dorsthorst showed that, for antifungals,
the conclusion with respect to the interpretation—that is synergism, indifference or
antagonism—was largely dependent on the underlying—often wrong—assump-
tions made and concluded that the use of the FIC index for antifungals should be
viewed with the greatest caution (19).

Another approach that has been used is smaller concentration intervals,
known as modified dilution checkerboard titrations, because such titrations are
thought to result in greater precision (16,17,20). In tests using twofold dilutions,
the precision of the test diminishes especially at higher concentrations of the drugs
than happens in the modified dilution system. Using this latter dilution scheme
will result in more precise FICi values and consequently the modified checker-
board titration should predict synergism more precisely (17). However, the
modified checkerboard titration is very laborious and has received little attention.

The third and perhaps most important problem is the fact that FICis are
determined at static concentrations and that concentrations in vivo vary over time
due to dosing and elimination of the drug. This is further discussed in one of the
next paragraphs, pharmacodynamic studies.

Although the method used most commonly to perform a checkerboard
titration is the microdilution broth assay, several other methods exist that are
being used. The interpretation of these methods is more or less similar. These
methods include the macrodilution broth assay and the agar dilution method. The
latter is comparable to the MIC agardilution assay, except that the semisolid agar
bases contain combinations of antimicrobials instead of the single drug. The
advantage of this latter method is that a large number of strains can be tested
simultaneously on single series of plates (15).
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Time-Kill Curves
One of the major disadvantages of the checkerboard methods described earlier is
that killing kinetics are not taken into account, i.e., the rate of killing over time
during an exposure of a bacterial culture to an antibiotic. One of the approaches to
this problem is the use of time-kill experiments. This method is more laborious as
it depends on repeated sampling over 24 hours, but compared to the checkerboard
titrations it results in more information. For example, it gives an insight into both
the rate and extent of killing.

Two different approaches can be distinguished. The first is to perform time-
kill curve experiments and taking samples after a fixed period of time, e.g., 6
hours or 24 hours (Fig. 2). This results in a certain number of CFU per regimen
and the results of CFU count of the combination is compared to that found after
exposure to the most active drug alone.

Similar to the interpretation of the FICi, the interpretation of this test is less
obvious than one might wish for. Three problems can be distinguished. The first is
the interpretation of the end point itself. Synergism is generally defined as a 2 log10
smaller CFU/mL count remaining after 24 hours exposure to the combination
compared to that found after exposure to the most active drug alone (Fig. 2) (15).
However, this definition is valid only if at least one of the two tested drugs
produces no inhibition or killing when given alone. Thus, if both agents are
bactericidal, there is no generally accepted definition of synergy in time-kill
experiments. Other definitions which have been used are the time needed to kill
the inoculum below 103 CFU/mL and the time to regrowth above 103 CFU/mL
(21) or a 3 log10 CFU/mL difference in bacterial activity for the combination to
qualify as synergistic (22). These interpretations are however somewhat subjective.
Apart from the subjective interpretation that a 2 log10 kill is clinically relevant (for
which no data exist), time-kill curves are usually not performed in duplicate and
one of the reasons that a 2 or 3 log10 kill is being used is the certainty that indeed
there is a difference between the effects of the drugs alone and in combination if
that difference is found. One could argue that a significant difference between the
drug given alone and in combination should in itself be enough reason to argue
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FIGURE 2 Effects of combinations of antimicrobial agents as determined with a time-kill experi-
ment. The different panels show how synergism, indifference, and antagonism may become
evident during time-kill experiments.
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that interaction between two drugs exists. Ideally, the difference between single
drug and combination should be expressed as a difference with 95% CI.

The second problem is that time-kill curves are performed at one, static
concentration, while concentrations in vivo vary over time due to dosing and
elimination of the drug. An interaction between two drugs found at one concen-
tration may not be valid at other concentrations. For example, a combination may
appear to be synergistic at a concentration of 0.5 × MIC but not at 1 × MIC. The
approach usually taken is to perform time-kill experiments at different combina-
tions, usually at or around the MICs for the two drugs. However, concentrations
in vivo vary much more and it is therefore unclear what the conclusions from
time-kill curves should be with respect to the in vivo interaction of the two drugs.
Another approach would be to use the outcome of the time-kill experiments in a
surface response plot and use a modeling approach to interpret the data. The
advantage of having a quantitative measure of response in a checkerboard type of
experimental design offers that opportunity, and, now extensively being used for
antifungals (23), has been explored for antibacterial agents as well (24).

The third interpretation problem resembles that for the MIC: the outcome is
determined after exposure to static concentrations after a certain period of time,
while concentrations in vivo fluctuate over time. IVPMs may overcome this (see
below) but some of the drawbacks mentioned here still remain.

In any case, the use of time-kill curves provides the advantage over the MIC
of having a continuous outcome parameter (CFU) as compared to a dichotomous
one (visible growth vs. no visible growth). The use of a continuous outcome
parameter offers major advantages. For antifungals, response surface analysis has
shown to be a very promising approach to analyzing interactions. An extensive
review comparing these various methods can be found in Ref. (23). Alternatively,
Li et al. (25,26) have introduced the fractional maximum effect method that in the
evaluation of the interaction takes the nonlinear nature of the concentration–effect
relationship into account.

The second approach using kill curves is taking multiple samples during the
time-kill curve. This offers not only insight in the extent of killing, but also in the rate
of killing. Recently, this approach has been taken up by a number of investigators for
single drug exposures but has not been used for drug interaction studies yet.

Diffusion Techniques
During the last decades, many other tests for synergy/antagonism have been
described in literature. Most of these tests were simplifications of the established
synergy tests, including diffusion around antibiotic containing discs (27–31) or from
antibiotic containing paper strips (32). However, none of these methods has become
generally accepted nor did they find their way to the routine laboratory. One of the
reasons is perhaps that quantitation of the results found is almost impossible.

E-Test
A more promising approach using diffusion techniques is the E-test (AB-Biodisk,
Solna, Sweden). E-tests are plastic strips coated with a continuous gradient of
antibiotic concentrations on one side and a concentration scale of antimicrobial
agent on the other side. Two methods have been described to use these tests. The
first method is that described by White et al. (33) and the second by Manno et al.
(34), although various variations had been presented before. The methods used
enable one to determine a value, which is thought to be comparable to the FICi in
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checkerboard titrations. White et al. (33) uses two E-test strips that are applied on
the agar in a cross form (Fig. 3A), where the MIC for monotherapy is the cross
point of both strips. The method described by Manno et al. (35) involves using two
E-test strips, which are applied consecutively on the agar at exactly the same spot.
The first one is put on the agar for one hour, and thereafter the second is put on
the same place (Fig. 3B). The advantages of this test are its ease of application and
its high reproducibility. These two properties allow routine laboratories to test for
synergy of combinations of antibiotics at short notice. The clinical importance has,
however, not yet been established.

Correlation Between Checkerboard Titrations,
Time-Kill Curves, and E-Test
As mentioned during the description of each of the laboratory tests, several
problems arise as to how to interpret the results of these tests. Irrespective of these
problems, one might expect that, if these tests do describe the interaction between
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FIGURE 3 Schematic diagram of the E-test method to determine synergism as described by
White et al. (33) (A, upper panel) and Manno et al. (35) (B, lower panel). Abbreviation: MIC,
minimal inhibitory concentration. Source: Adapted from the EAS-023; Courtesy of AB-Biodisk,
Solna, Sweden.
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antimicrobial agents in a valid manner, the outcome of these tests correlate with
each other. However, there are relatively few studies that do attempt to validate
the results of interaction studies by using more than one method and comparing
the results obtained. Table 1 shows studies that included both checkerboard

TABLE 1 Studies Describing the Percentage Synergy as Obtained by Checkerboard and
Time-Kill Methoda

Percentage synergism
Percentage
agreementReferences Strain (N) Checkerboard Time-kill

36 Acinetobacter baumannii
(2 for both methods)

100 100 100

37 Salmonella enterica (1) 100 100 100
38 Streptococcus pneumoniae (11) 0 0 100
39 A. baumannii (10) 40 57 17
40 Burkholderia cepacia (14),

Staphylococcus aureus (2),
Klebsiella pneumoniae (9)

59 59 100

41 Enterococcus faecium (12) 43 52 45
42 Stenotrophomonas maltophilia

(20 for both methods)
11–58 80–85 ?b

43 Pseudomonas aeruginosa
(12 for both methods)

0.8–7.3 33–83 ?b

44 Nonfermentative rods
(20 for both methods)

14–28 10–30 ?b

45 Acinetobacter sp
(15 for both methods)

1–3 �50 0

46 P. aeruginosa (1) 100 0 0
33 P. aeruginosa, S. aureus,

Escherichia coli,
Enterobacter cloacae (4)

0–50 0–50 25–100c

47 S. pneumoniae (1) 0 100 0
48 S. pneumoniae (9 for both methods) 18–31 100 11–66
49 P. aeruginosa (7 for both methods) 0 83 17
50 P. aeruginosa (5) 0 100 0
51 P. aeruginosa (3) 44 67 39
52 P. aeruginosa (30) 47 7 53
53 P. aeruginosa (1) 100 100 100
22 S. marcescens, S. aureus,

P. aeruginosa (18)
50–57, 67, 40–56 100 44–88

54 P. aeruginosa (1) 100 100 100
10 P. aeruginosa (1), E. coli (1),

P. maltophilia (1)
19–70 50 42

55 K. pneumoniae (22) 23 77 18
56 E. coli (1), S. marcescens (1) 0 50–100c 0
57 E. coli (1), C. freundii (1),

Proteus (2), P. rettgeri (1)
80 40–100c 20–80c

58 S. aureus (1) 0 100 0
59 S. aureus (2) 0 100 0
20 P. aeruginosa (123) 14 58 49
60 P. aeruginosa (2) 100 100 100
61 P. aeruginosa (2) 100 100 100
aPercentage of agreement was calculated as the number of strains yielding the same outcome in both methods.
bCannot be calculated because of strain selection for one of the two methods.
cDependent on strain and/or combination used.
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titrations and time-kill techniques. The overall correlation between the two tests
varied between 0% and 100%. Furthermore, in all these studies time-kill curves are
performed on a limited number of strains, which were, for the major part, selected
based on the results of the checkerboard. Thus, the correlations found are highly
biased. The wide range of the correlations is further explained by the differences
in definitions for synergy for each method as described above.

Studies correlating E-test with other techniques are still limited for anti-
microbials. Manno et al. (35) compared 10 Burkholderia cepacia strains and found
90% concordance; however, the definitions used for interaction were not the ones
as described above. Pankey et al. (62) compared 31 P. aeruginosa isolates using
E-test and time-kill curves and found 65% concordance.

These studies show that differences in methodology will result in different
answers and thus make it almost impossible to predict clinical efficacy.

PHARMACODYNAMIC STUDIES

The methods described above show one important difficulty with respect to the
applicability for the clinical setting, i.e., they are performed at fixed or static
antibiotic concentrations. In contrast, in patients, the antibiotic concentrations vary
over time due to administration and elimination. To complicate matters even
more, the pharmacokinetic profiles of the drugs in the combination will not be
similar and will result in varying concentration ratio’s over time. These ratios will
vary not only in the individual patient due to changing clinical conditions, but
also between patients due to individual elimination characteristics.

Another problem is that efficacy has been shown to be not only dependent on
the concentrations reached in general, but also on the concentration profile and thus
the dosing regimen itself, such as four times daily versus continuous infusion. This
applies for the individual agents but has also been shown to apply during combi-
nation therapy. For instance, in a few earlier studies (63,64), it was remarked that
the degree of synergism was dependent on the dosing schedule of the b-lactam in
the combination. It was rather the efficacy of dosing regimens that determined
outcome than a supposed presence of synergism. Recently, it was shown that
efficacy of the combination is dependent on the dosing schedule of the individual
drugs, while the degree of synergism seemed to be independent of the dosing
regimen, at least over the dosing range studied (65). Finally, two drugs may or may
not be given simultaneously and this has been shown to influence outcome. This
was demonstrated by Konig et al. (66), who found that with susceptible strains
(n ¼ 7), nonsimultaneous administration was superior to simultaneous administra-
tion. In a more recent publication, a similar observation was made for gentamicin
and ceftazidime (21), while in another study using ceftazidime and tobramycin, no
difference was found between various modes of administration (46).

In spite of all these uncertainties, attempts have been made to correlate
in vitro laboratory synergy tests with outcome. In general, two types of experi-
ments have addressed these problems, IVPMs and animal model experiments.

The same problem as previously described for time-kill curves arises, since
there is no unequivocal definition for synergism in these models. The most
frequently used definitions for synergism are a 2 log10 larger decrease in CFU for
the combination therapy as compared to the results of monotherapy of the most
active drug, comparable to the definition used for time-kill experiments. Other less
frequently used methods are to determine the time needed to kill the inoculum
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below 103 CFU/mL (21) and a decrease of 3 log10 CFU/mL of the combination
therapy compared to monotherapy (22). Finally, another variable is the time of the
end point of the experiment, which varies between 4 hours (67) and 96 hours (68)
in various publications. Apart from the change in CFU as an end point, the animal
model has the advantage that, in addition to CFUs, survival can be measured.
However, since the half-life of most drugs in animals is shorter than in humans, the
exposures of the antimicrobials to the micro-organisms is different from that
encountered in the humans, and the results should be viewed with caution if this
has not been taken into account in the evaluations.

IN VITRO PHARMACOKINETIC MODELS

Several investigators have studied the efficacy of combination therapy in an IVPM
and correlated these results with checkerboard titrations and/or conventional
time-kill experiments. While combination therapy was, in general, more efficacious
than monotherapy (Table 2), results of checkerboard titrations and/or time-kill
curves showed a poor relationship with outcome. For example, Zinner et al. (69)
found that a P. aeruginosa strain with FICi ¼ 13 (being extremely antagonistic) for
the combination of piperacillin and thienamycin was slightly killed by this
combination in the IVPM and the combination thus seemed to have at least an
additive effect on this strain. If the definition for synergy as an FICi � 0.5 and
antagonism as an FIC � 4 (15) is used, 15 out of 31 strains showed a concordant
result for both in vitro synergy test and synergy tested in vitro models. However,
7 strains out of 31 showed a major error, which indicates that the in vitro test
results in a better FICi than the efficacy of the combination in the in vitro model.

Taking an alternative approach, den Hollander et al. (77) defined the
MICcombi and the FICcombi. The first was the MIC obtained in vitro using the E-test
method described by White et al. (see above), while the FICcombi describes the
theoretical interaction between two drugs at each point in time based on the actual
concentrations at that time point, and thereby took the effect of fluctuating
concentrations on interaction into account. This index was subsequently used to
construct pharmacodynamic indices, whereby the MICcombi and the FICcombi were
used instead of the MIC. Finally, these indices were correlated with effect during
combination therapy. Figure 4 shows the results of these studies.

The general conclusion from the studies in IVPMs is twofold. The first is that
the relationship between the outcome of laboratory tests and outcome in the model
is marginal at best and that there are no studies which unequivocally demonstrate
the predictive value of laboratory tests. The second conclusion is that interaction
studies performed in IVPMs provide much more information and are probably
more relevant, than do checkerboards and in vitro time-kill curve experiments. The
use of IVPM however, although providing insight in the interaction between
antimicrobial agents in general, is unsuitable to use in the clinical setting.

ANIMAL MODELS

The study of infections in experimental animals provides the opportunity to study
the antimicrobial response in vivo. Again the difference between in vitro synergy
data and treatment outcome in animal models is striking. Several review articles
in the past two decades have presented this incongruity (64,78–80).
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The efficacy in vivo itself poses even more problems. Basically, two outcome
parameters are being used. One is survival analysis and the other is CFU counts.
The problem in the studies using survival analysis is that usually only one or at
most two strains are tested. The advantage is that some form of statistical analysis
is usually performed on outcome, for instance, Fisher tests or, in more recent
studies, survival analysis. Table 3 shows a summary of the results obtained by
survival analysis. Although the majority of the in vitro results are concordant with
the in vivo outcome, it must be borne in mind that in most cases, strains were
selected to perform animal experiments, usually based on in vitro synergism.
Conclusions drawn from these studies may thus be highly biased. Studies using
CFU counts as an end point usually yield much more information, mainly because
of the quantity of strains tested, but basically suffer from the same drawbacks as
time-kill curves in vitro in that different definitions are being used and thus may
lead to conflicting interpretations (95). The major conclusions from the survival
studies is that although interaction itself is usually described by the survival
analysis, this is more mechanism based and the prediction from the in vitro test is
at most indicative because of the small number of strains tested. The results of
in vivo time-kill curves should be viewed with some caution (Table 4). Ideally the
same strain should be tested in more than one experimental system.

A pharmacodynamic analysis on the interaction between drugs in vivo was
performed by Mouton et al. (65). Although the primary objective of that study was
to show that the effect of the antimicrobials during combination therapy correlated
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FIGURE 4 Correlation between PDI based on FICcombi and MICcombi and efficacy, expressed as
dCFU/mL. Abbreviations: FIC, fractional inhibitory concentration; MIC, minimal inhibitory
concentration.
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with the same pharmacodynamic index as during single drug therapy, the experi-
mental setup also allowed for conclusions with respect to interaction of the drugs.
An example is shown in Figure 5.

The figure shows the prediction of the effect of various single-agent dosing
regimens of tobramycin and ticarcillin versus the effect measured during combina-
tion therapy based on the effect correlation with AUC/MIC and T>0.25*MIC,
respectively. The correlation between the predicted effects and the effect actually
measured is excellent, thereby showing that the pharmacodynamic index that
correlates with effect during single drug exposure is the same one during
combination therapy. The second conclusion is that these agents act synergisti-
cally. If there were no interaction at all, the regression line would equal the line of
symmetry. The regression line is clearly shifted to the right, and the intercept of
the regression line of the predicted and observed responses is significantly
different from zero. In this model, two antimicrobial agents show synergy. Similar
results were found for the combination of netilmicin and ceftazidime. Conclusions
with respect to interaction and a combination of a quinolone and a b-lactam or an
aminoglycoside were less unequivocal, however, although antagonism did not
seem to be present.

COMBINATION THERAPY IN CLINICAL INFECTIONS

As stated earlier, there are several reasons to use combination therapy in the
clinical setting. During recent years, most clinical studies compare the efficacy of
combination therapy to that of monotherapy, especially when a single new drug is
promoted to be as efficacious as the combination of two agents used so far.
Unfortunately, few studies have investigated the correlation between clinical
outcome of combination therapy and in vitro data, such as MICs, FICs, or time-
kill curves of the clinical isolates. Studies in which in vitro data were compared
with clinical outcomes are discussed next.
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Predicted: t > 0.25* MIC ticarcillin and log AUC tobramycin

     Slope
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FIGURE 5 Observed versus predicted values of various dosing regimens for ticarcillin and
tobramycin in an experimental model of infection. Predicted values based on the PDI, which best
explains the efficacy of each antibiotic. The regression line deviates significantly from the line of
symmetry. Abbreviation: MIC, minimal inhibitory concentration.
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Klastersky et al. (104) showed that combinations of antibiotics that were
synergistic in vitro (as measured by FICs) were associated with favorable clinical
outcome in 75% of cases, while infections caused by bacteria that showed no
synergism to the combination therapy responded in only 41% of cases (P < 0.01).
The difference was especially striking in severe infections, i.e., those associated
with bacteremia and patients that were granulocytopenic. Young (105) in a
prospective randomized study comparing the combinations of gentamicin þ
carbenicillin versus amikacin þ carbenicillin in neutropenic patients observed that
there was a positive association between in vitro synergism (determined as
decrease in MIC to one-fourth for the combination) and favorable clinical outcome.
Anderson et al. (106) likewise demonstrated a significantly higher response rate in
patients with gram-negative rod bacteremia whose infecting organisms were
synergistically inhibited (synergy was determined as the MIC of the combination
being one-fourth of the drug alone). Klastersky and Zinner (107) showed a
favorable clinical response in 79% of cancer or neutropenic patients when treated
with synergistic combinations (FICs) of antibiotics against severe infections. When
the combination of the antibiotics appeared to be nonsynergistic, the clinical
outcome was much less favorable (45%). Fainstein et al. (108) described a clinical
trial in which 253 patients (321 febrile episodes) were treated with ceftazidime
alone or combined with tobramycin. Of all patients treated with monotherapy
from whom an infecting strain could be isolated, the strains were susceptible and
they showed a good clinical response in 88%. For patients treated with combina-
tion therapy, the clinical response was 100%. All strains isolated were susceptible
to both antibiotics. Hilf et al. (20) studied 200 patients with P. aeruginosa bacter-
emia and could neither establish a correlation between the MICs and the clinical
outcome nor find a correlation between in vitro synergy and clinical outcome. The
most striking finding was that the mortality in the patients receiving combination
therapy was 27% compared to 47% in the group receiving monotherapy (P¼
0.023). Although combination therapy showed a favorable outcome compared to
monotherapy, there was no correlation with in vitro susceptibility data in terms of
synergism as determined by FICs. Thus, the FIC was not predictive for clinical
outcome.

In conclusion, most studies described in Table 5 show a better outcome
when the antibiotic combination used is synergistic in vitro. This seems to be the
case in particular when synergism is tested by a decrease in MIC and not by
checkerboard or time-kill method.

CONCLUSION

Considering the studies described above, there seems to be no in vitro test, which
has been sufficiently evaluated and is predictive enough (although popular in
many laboratories) to warrant its use in a routine laboratory with the possible
exception of endocarditis. A predictive, easy to apply test is definitely needed,
and, as has been indicated above, may be based more on decrease in MICs than
on the use of checkerboard analysis. Alternatively, if a checkerboard analysis is
performed, ways should be sought to analyze these data in a more meaningful
way, such as a surface response analysis. The use of E-test may hold some promise
for the future, but an unbiased correlation between synergy in vitro and efficacy
in vivo still has to be shown.
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The use of IVPMs and animal models does provide an insight into the
interaction between antimicrobials in general, but application is possible in
research settings only.
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INTRODUCTION

The target of antibiotic chemotherapy is bacteria. An in vitro study using the
isolated bacterium predicts the efficacy of minimum inhibitory concentration
(MIC), minimum bacterial concentration (MBC), post antibiotic effect (PAE),
mutant prevention concentration (MPC), and time kill curve. The pharmacokinetics
(PK) of clinical chemotherapy after administration of antibiotics in patients shows
parameters such as maximum concentration (Cmax) (peak), area under concentra-
tion-time curve (AUC), half-life, mean residence time, distribution volume (Vd)
and clearance (CL). The relationship between PK and pharmacodynamics (PD)
(PK/PD) shows parameters such as peak/MIC, AUC/MIC, and time above MIC
(T >MIC). The b-lactam antibiotics effect by T >MIC need the best-suited dosage
(dose, dosing interval, and period). PK/PD with populationkinetics of b-lactam
chemotherapy is a current clinical study to evaluate efficacy and solve ethical
problems and damage by statistical treatment of two or three times point data at
steady-state for drugs for which it is difficult to collect blood samples. This includes
infants, the elderly, and serious illness-infected neonates, burn patients, and so on,
on the base of population among participant patients in the mother group of
pharmacokinetics data. Antibiotic chemotherapy has the important problems
regarding the efficacy, safety, economy, and resistance of antibiotics. b-lactam
chemotherapy is useful because of high efficacy and low toxicity.

History
After penicillin G, the original b-lactam antibiotic, was discovered by Fleming in
1928 and used for the first time in 1941 to treat a staphylococcal infection (1),
many efforts were made to develop new antibiotics having better chemical and
physical properties, better antimicrobial activity, a broader spectrum, better phar-
macokinetic and pharmacodynamic properties, and less resistance by b-lactamase.
The chemical modification of 6-aminopenicillanic acid produced new antibiotics.
The structure deriver of 6-acyl is the most important modification to solve the
above problem. The ester deriver of 1-carboxylic acid produces a prodrug for an
oral formulation. Giuseppe Brotzu discovered cephalosporin at Sardinia in 1945
(2). The chemical modification of 7-aminocephalospollanic acid (7-ACA) produced
new antibiotics. In addition to 7- and 3-derivatives, the modification of the
cephalosporin nucleus produced new b-lactams.

The pharmacokinetic property b-lactam is their rapid elimination in urine
as unchanged b-lactam after intravenous (i.v.) injection. The pharmacodynamic
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characteristic of b-lactam is a time-dependent killing above MIC or MBC. So the
clinical application of b-lactam needs a slow distribution into the blood after
intramuscular (i.m.) injection, a slow absorption from the intestinal tract after oral
(p.o.) administration, or i.v. infusion for long duration of the antibiotic level above
MIC. Initial success was obtained through the development of procaine penicillin
G, benzathine penicillin G, penicillin V, phenethicillin, or propicillin. However, the
antimicrobial activities of these compounds were limited mainly to gram-positive
bacteria. Their antimicrobial spectrum was improved to include gram-negative
bacteria. Ampicillin was the first derivative in this category, followed by hetacillin,
ciclacillin, and amoxycillin. Later, ester derivatives of ampicillin were developed
for increased oral absorption, such as bacampicillin, talampicillin, and pivampicil-
lin. In addition, the antimicrobial spectrum was expanded to Pseudomonas aerugi-
nosa. The first such synthesized compound was carbenicillin, followed by
ticarcillin and mezlocillin. For oral use, esters of carbenicillin were developed.
Continuous infusion (CI) of carbenicillin plus various antibiotics was effective in
the treatment of febrile episodes in cancer patients (3).

After more than 60 years have passed since the development of penicillin G,
more than 50 cephalosporins have been developed because of two major reasons:
(i) many possible chemical modifications of the cephalosporin nuclei such as
cephem, oxacephem, cephamycin, and so on; and (ii) strong bactericidal activity.
On the basis of its antimicrobial profile, i.e., its activity and spectrum, the classifica-
tion of cephalosporins by generations is very popular. The first generation is active
against most common organisms such as Staphylococcus spp., Streptococcus spp.,
Escherichia coli, and Klebsiella spp. The second generation is similar to the first
generation but has better activity against indole-positive Proteus and some rare
organisms. The third generations are highly active against common gram-nega-
tives and active against opportunistic pathogens. However, the activity against
gram-positive bacteria is rather less.

PK/PD Parameters
The efficacy of antibiotics for the isolated bacterium is evaluated using such para-
meters as MIC, MBC, PAC, MPC, and time–kill curve by an in vitro study. The
clinical chemotherapy of antibiotics shows such PK parameters as Cmax (peak),
AUC, half-life, mean residence time, Vd, and CL. PD shows the relationship between
the pharmacological (or toxicological) effects and drug exposure. About two decades
earlier, PK/PD parameters such as peak/MIC, AUC/MIC, and T>MIC were shown
to evaluate the in vivo efficacy of antibiotics.

An animal PK/PD study is possible for searching the best-suited dosage
(dose, dosing interval, and period), controlling peak/MIC, AUC/MIC, and T>MIC
(b-lactam antibiotics) (4). The clinical antibiotic chemotherapy should be improved
in accordance with the result of the animal PK/PD study considering the problems
of efficacy, safety, economy, and resistance of antibiotics.

b-Lactam chemotherapy is useful because of its high efficacy and low toxicity.
The b-lactam antibiotics effect by T>MIC that is possible to be changed by the
best-suited dosage such as the divided administration (5), i.v. drip injection, and
infusion. Especially, the CI of b-lactam antibiotics maintains the serum level above
MIC, as shown by Craig in 1992 (6). In the case of patients with acute otitis media,
T>MIC for multiple b-lactam antibiotics is effective for evaluating bacteriological
cure (7–9). The relationship between T>MIC and the bacteriological cure rate for
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many b-lactam antibiotics against Streptococcus pneumoniae and Haemophilus in
patients was shown by Craig et al. (10).

MECHANISM OF ACTION

The peptidoglycan layer of the bacterial cell wall plays an important role in
maintaining the structural integrity of the cell wall. The mechanism of action of b-
lactam antibiotics was well investigated (11) and it was found that the antibiotic
causes damage following synthesis of the peptidoglycan layer by inhibition of
murein-transpeptidase, which performs the final cross-linking of the nascent pepti-
doglycan layer. Inhibition of the antibiotic to the enzyme damages the peptidogly-
can layer and then destroys the cell wall integrity (bacterial death). The b-lactam
ring of the antibiotics is structurally similar to D-alanyl-D-alanine—the terminal
amino acid residues on the precursor peptide subunits of the nascent peptidogly-
can layer. Inhibition to murein-transpeptidase may lead to the activation of
bacterial autolytic enzyme in the bacterial cell wall among gram-positive bacteria.

Antibacterial activity varies from b-lactam to b-lactam according to the
following parameters:

Inhibitory activity (affinity) of b-lactam to the murein transpeptidase.
The activity of b-lactam antibiotics is limited to bacterial cells that have a

peptidoglycan layer and there is no inhibitory activity to cell wall synthesis
in human cells. This selectivity in the action mechanism accounts for the
safety of b-lactam antibiotics.

Permeability of the antibiotic to the outer membrane of cell wall in gram-positive
bacteria.

In gram-positive bacteria, the cell wall is usually simple (thick peptidoglycan
layer), but in gram-negative bacteria, the cell wall is more complex and the
peptidoglycan layer is surrounded by an outer layer consisting of a hydro-
phobic lipopolysaccharide and lipoprotein-phospholipid. The b-lactam anti-
biotic must have access to the inner layer, the peptidoglycan layer. The
accessibility (permeability) of b-lactam antibiotics depends on molecule size,
hydrophobicity, and electrical charge.

Resistance to enzymatic hydrolysis by bacterial b-lactamase that hydrolyzes the
b-lactam ring of the antibiotic.

In gram-negative bacteria, b-lactam antibiotic must pass through the outer mem-
brane and then reach the peptidoglycan layer without inactivation by the
b-lactamase located at periplasmic space (space between outer membrane þ
peptidoglycan layer and cytoplasmic membrane).

ANTIMICROBIAL ACTIVITY

b-lactam antibiotics are active only to bacteria. In the development of b-lactam
antibiotics, most of the effort is focused on the following points:

Broad spectrum
High activity (low MIC)
Activity against resistant bacterial strains

The antibacterial spectrum differs from drug to drug. Penicillin G is active
mainly against gram-positive bacteria. After penicillin G, many kinds of b-lactam
antibiotics such as penicillin (penam, oxapenam, and carbapenem), cephalosporin
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(cephem, oxacephem, and carbacephem), and monobactam are synthesized. More
than 100 compounds are marketed. There may be a suitable drug among b-lactam
antibiotics susceptible to bacterial pathogens.

MECHANISM OF RESISTANCE

Bacterial resistance to b-lactam antibiotics is caused by the following three
mechanisms (12):

1. Inactivation of b-lactam antibiotics by b-lactamase produced by the bacteria (13). Genes
for b-lactamase production are located in the chromosome and/or plasmid,
which is an extra chromosomal element of DNA that replicates within bacterial
cell. Genes for b-lactamase are commonly carried on plasmids. The plasmids are
transferred from one bacterial cell to the other bacterial cell when they come in
contact. The production of b-lactamase is inducible, and induction may result in
a highly increased level of b-lactamase. The ability to induct varies from one b-
lactam antibiotic to another:

2. Alteration of target site (14). The alteration results in reduced affinity between the
drug and murein transpeptidase, or the so-called penicillin-binding proteins.

3. Change of outer membrane to reduce permeability of the drug (15).

Susceptibility of bacteria to antibiotics is not homogeneous among bacterial
cells. To determine MIC, about 106 cells/mL (broth dilution method) or 104 to 105

cells of bacteria is used, and then MIC means concentration that kills highest
resistant cell among the tested cell population. The susceptibility distribution of cell
population may be stable at a bacterial growth circumstance. However, exposure
to antibiotics may lead to change of susceptibility distribution of bacterial cells. If a
resistant mutant appears, with exposure, the drug leads to increase of the mutant
cells, and the susceptibility distribution of cell population will be altered to
resistance. In treating patients, inadequate dosage of antibiotics (long-term treat-
ment at insufficient concentrations to kill bacteria) may cause appearance of a
resistant mutant, increase of bacterial resistance, and spread of resistant bacteria.

SUMMARY OF PHARMACOKINETIC PROPERTIES

The pharmacokinetic property of b-lactam antibiotics is their rapid elimination in
urine as unchanged b-lactam antibiotics after i.v. injection. A one-compartmental
i.v. model provided the best fit to the observed serum concentration data after i.v.
injection of penicillin antibiotics. The model was defined by the following equation:

Ct ¼ Ae�at

Ct is the serum concentration at time t, e represents the base of the natural
logarithm, A is the coefficient of the elimination phase, and a is the elimination
phase rate constant. The calculated pharmacokinetic parameter of half-life t1/2a is
very short: 0.6 to 1.0 hour (16).

After i.v. injection of cephalosporin antibiotics, a two-compartmental i.v.
model provided the best fit to the observed serum concentration data. The model
was defined by the following equation:

Ct ¼ Ae�aðt�TÞ þ Be�bðt�TÞ

Ct is the serum concentration at time t, T is the lag time, e represents the base of the
natural logarithm, and A and B are the coefficient of the distribution phase and
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elimination phase, respectively. a and b are the rate constant of the distribution
phase and elimination phase, respectively. The calculated pharmacokinetic para-
meter of the distribution phase half-life t1/2 · t1/2a and the elimination phase half-
life t1/2b ranged from 0.01 to 2.13 hours and from 0.5 to 5.1 hours, respectively (17).

If the protein binding of b-lactam antibiotics is larger than 90%, then they
have longer half-life. The serum protein binding of cefotetan, cefpiramide, cefoni-
cid, and ceftriaxone is larger than 90% and their half-life is more than three hours.
The protein binding of many b-lactam antibiotics is less than 90% and their half-
life is less than three hours (18). The longer half-life of b-lactam antibiotics is
related to the duration of b-lactam antibiotic level in the biological fluid and
affects the antibiotic activity. However, the free fraction of b-lactam antibiotics is
related to antibiotic activity and distribution volume.

The slow release formulations and slow absorption after p.o. administration,
the slow distribution after i.m. injection, and the i.v. infusion for long periods
affect the duration of b-lactam antibiotics in biological fluid in comparison with
i.v. injection of b-lactam antibiotics. After i.m. injection or p.o. administration of
penicillin and cephalosporin antibiotics, a one-compartmental i.m. or p.o. model
provided the best fit to the observed serum concentration data.The model was
defined by the following equation:

Ct ¼ Aðe�aðt�TÞ � e�bðt�TÞÞ

T is the lag time, and a and b are the rate constants of the absorption phase and
elimination phase, respectively. In the case of p.o. administration of penicillin
antibiotics, the calculated pharmacokinetic parameter of the absorption phase half-
life t1/2a and the elimination phase half-life t1/2b are very short: 0.4 to 2.0 hours
and 0.02 to 0.8 hour, respectively (16). In the case of i.m. injection of penicillin
antibiotics, the calculated pharmacokinetic parameter of the absorption phase half-
life t1/2a and the elimination phase half-life t1/2b are very short: 0.7 to 2.5 hours
and 0.03 to 0.29 hours, respectively (16). In the case of p.o. administration of
cephalosporin antibiotics, the calculated pharmacokinetic parameter of the absorp-
tion phase half-life t1/2a and the elimination phase half-life t1/2b ranged from 0.6
to 8.0 hours and from 0.3 to 1.9 hours, respectively (17). In the case of i.m.
injection of cephalosporin antibiotics, the calculated pharmacokinetic parameter of
the absorption phase half-life t1/2a and the elimination phase half-life t1/2b are
very short: 0.7 to 2.7 hours and 0.04 to 0.86 hours, respectively (17).

The putative molecular functions of 26,383 human genes contain 533 (1.7%)
transporters (19). Recently many transporters were discovered. The influx transporter
PEPT1 in the gut was discovered (20) and was found to mediate the transport of
peptide-like drugs such as b-lactam antibiotics (21), especially after the timely dis-
covery of third-generation oral cephalosporins (22). The efflux organic anion transpor-
ters OAT1 and OAT3 in the kidneys were discovered (23) and were found to mediate
the transport of b-lactam antibiotics (24). Cephalosporins and b-lactam antibiotics
accumulate extensively at OAT1 via proximal tubule–induced nephrotoxicity (25).
Multidrug resistance–associated protein 2 on the bile canalicular membrane mediated
the biliary excretion of cefodizime and ceftriaxone (b-lactam antibiotics) (26).

The clinically useful dosing of b-lactam antibiotics is by i.v. infusion. After
i.v. infusion of penicillin antibiotics, the one-compartmental i.v. infusion model
provided the best fit to the observed serum concentration data. The model was
defined by the following equation:
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Infusion phase (0 < t <T):

Ct ¼ Aðð1 � e�atÞ=ð1 � e�aTÞÞ
Postinfusion phase (t>T):

Ct ¼ Ae�aðt�TÞ

T is the infusion time in hours, and it is possible to set a long-enough duration of
penicillin antibiotics level above MIC.

After i.v. infusion of cephalosporin antibiotics, the two-compartmental i.v.
infusion model provided the best fit to the observed serum concentration data.
The model was defined by the following equation:

Infusion phase (0 < t < T):

Ct ¼ Að1 � e�atÞ=ð1 � e�aTÞ þ Bð1 � e�bTÞ=ð1 � e�bTÞ
Postinfusion phase (t>T):

Ct ¼ Ae�aðt�TÞ þ Be�bðt�TÞ

T is the infusion time in hours, such as 9.15 to 130.4 hours (17), and it is possible
to set a long-enough duration of antibiotics level above MIC.

PK–PD OF THE CLASS (NONCLINICAL MODELS)

The in vivo data from animals correlate with observations from in vitro experi-
ments. Using a mouse model, Gerber et al. (27) correlated bacterial regrowth to the
T >MIC. When ticarcillin was administered as either a single bolus or a fractionated
dose (more closely simulating human PK, resulting in similar AUCs), neutropenic
animals were found to have reduced bacterial growth, with more frequent dosing
extending the T>MIC. The extremely large peak/MIC ratio produced from a bolus
dose (20:1) did not reduce the bacterial count more than the fractionated doses (5:1).
This same study evaluated the effect of these two dosing schemes in normal mice.
Unlike previous results, the bacterial regrowth with the bolus dose was not
demonstrated, suggesting that the effect of the combination with antibiotic and
white blood cells was significant in suppressing P. aeruginosa. No attempt was made
to determine the optimal T >MIC required to produce a good outcome, but an
examination of these data shows that concentrations during bolus dosing were
above the MIC for only 25% of the dosing interval. The required T>MIC for
obtaining the best outcome may vary for individual antibiotic–pathogen combina-
tions. A univariate analysis of ticarcillin, cefazolin, and penicillin all demonstrated
that the T >MIC was the most important parameter in determining outcome as
opposed to the AUC or peak concentrations (27). To produce a bactericidal effect, E.
coli required a longer exposure to cefazolin (>60% vs. 20%) compared to Streptococ-
cus aureus. This large difference is the result of a significant post antibiotic effect
(PAE) of cefazolin for S. aureus. This evidence supports earlier work with cephalos-
porins and S. pneumoniae that found a relationship between T>MIC and the
effective dose required for protection of 50% of the animals (28). Studies comparing
normal and neutropenic animals can show the pharmacodynamic influence of host
defenses. As described previously, the work of Gerber et al. (29) demonstrated that
normal mice could suppress bacterial growth regardless of the optimal dosing
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scheme. Roosendaal et al. (30) also discovered a striking difference between normal
and leukopenic rats. For normal rats, the intermittent (every six hours) and
continuous administration of ceftazidime required equivalent doses (0.35 and
0.36 mg/kg, respectively) to reach the protective dose for 50% (PD50) of the animals.
For leukopenic rats, the CI required 3.75 mg/kg to produce the PD50, whereas
30 mg/kg of ceftazidime was needed with the intermittent dosing (II). This study
highlights two important differences between normal and neutropenic animals: (i)
Host defenses can overcome the deficiencies when the PD is not maximized and (ii)
neutropenic hosts require larger doses than normal hosts to eradicate organisms.

PK–PD OF THE CLASS (CLINICAL)

The pharmacodynamic characteristic of b-lactam antibiotics is their time-dependent
killing. A plasma concentration of b-lactam antibiotics above MIC or MBC relates
with their interstitial and intracellular level to kill the bacterial pathogens at the site
of many infections. The slow absorption and distribution phase of antibiotics after
p.o. administration expand the duration time of antibiotics in the plasma in
comparison with the rapid elimination phase of antibiotics after i.v. administration.
Distribution of b-lactam antibiotics to lymph, cerebrospinal fluid (CSF), tear, sweat,
and cellular fluid affects the efficacy against infection. The lipophilicity of synthetic
b-lactam antibiotics relates with distribution volume. Urinary or biliary excretion of
b-lactam antibiotics affects urinary or biliary infection respectively. The CI prolongs
the duration time of antibiotics level above the MIC in the plasma.

Absorption of antibiotics after p.o. administration affects the plasma concen-
tration of antibiotics. The substitution group of synthetic b-lactam antibiotics relates
with oral absorption. Esterification of carboxylic acid of b-lactam antibiotics
(prodrug) increases oral absorption. The slow-release formulations and slow
absorption after p.o. administration and the slow distribution after i.m. injection or
the i.v. infusion for a long period affect the duration of b-lactam antibiotics in
biological fluid in comparison with i.v. injection of b-lactam antibiotics.
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After i.m. injection of 500 mg of penicillin G in healthy young men, a mean maximum
serum level of 5.03 mg/mL was observed one hour after dosing and it rapidly
decreased to 0.75 mg/mL after five hours. About 47.6% of the unchanged drug was
excreted in the urine within five hours. After p.o. of 600 mg, the serum levels were
less than 1 mg/mL, and the urinary recovery rate was 9% in the first five hours (31).
Renal tubular excretion of the drug is partially blocked by probenecid, and the serum
levels of penicillin G approximately doubled with the concomitant use of probenecid.
The levels in lymph after i.v. injection were reported. The concentrations in both
lymph and plasma were approximately equal by four hours (32). Penicillin G diffuses
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poorly into the CSF with uninflamed meninges. Procaine penicillin G was developed
as one of the slow-release formulations of penicillin G using the less water-soluble
nature of this compound. After an i.m. dose of 300,000 units of an aqueous sus-
pension, peak serum levels were maintained for 48 hours at the level of 0.05 mg/mL.
Benzathine penicillin G (benzylpenicillin) is also one of the slow-release formulations
of penicillin G. Following an i.m. injection of 300,000 units, the serum levels of 0.03 to
0.05 unit/mL were maintained for several days. After an oral dose of 400,000 units,
0.02 to 1.25 unit/mL in serum was detected at one hour and decreased to 0.02 to 0.11
unit/mL at six hours after dosing (33). After p.o. administration of 250 mg of peni-
cillin V (phenoxymethyl penicillin), the mean serum concentrations were 1.46, 0.38,
and 0.03 mg/mL at one, two, and four hours after dosing, respectively. A mean of
50% of the dose of this drug was excreted in the zero-to-six hour urine samples (31).
Another study was reported with the serum levels and urine excretion of 500 mg of
penicillin V before and after breakfast. A mean peak serum concentration of 3.78 mg/
mL at half an hour and urinary excretion of 32% in the first five hours were observed
before the meal. After the meal, a mean peak serum concentration of 4.63 mg/mL
occurred at one hour after dosing, and urinary excretion of 24% was observed (34).

After p.o. of 250 mg of phenethicillin (phenoxyethyl penicillin) solution to
healthy volunteers, a mean peak serum concentration of 4.06 mg/mL was obtained
at one hour after dosing followed by 1.16 and 0.11 mg/mL at two and four hours,
respectively. A mean of 64% of the dose was excreted in the urine over a zero- to
six-hour period. After 500 mg of the dose to the same subjects, a mean peak serum
level of 8.7 mg/mL was obtained one hour after dosing. It was concluded that
doubling the dose produced at least double the serum concentration (31). There
were no differences in PK between the serum levels before and after meals (34).
One of the major advantages with this compound is the production of serum
concentration twice as high as that of penicillin V after an equivalent oral dose.
After p.o. of 250 mg of propicillin (phenoxypropyl penicillin), the levels of
penicillin in serum reached 3.58 mg/mL at one hour followed by 2.15, 0.49, and
0.11 mg/mL at two, four, and six hours, respectively. About 71.9% of the dosed
drug was recovered in urine within eight hours (35).

Oral cephalosporins, cephaloglycine, with a phenylglycine moiety at the
seventh position and methyl group at the third position of the nuclei, have been
developed as well as different chemical structures such as cefaclor and cefatrizine.
Several prodrugs of parenteral cephalosporins such as cefuroxime axetil and
cefotiam hexetil have become available for clinical use. Nonprodrug oral cephalos-
porins with high antibacterial activity such as third-generation cephalosporins
have also become available.
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Cephalexin type (phenylglycine or phenylglycine-like moiety at the seventh posi-
tion and methyl or methoxy group at the third position) derivatives are well
absorbed orally, but their antibacterial activity is generally less than that of
ampicillin, and their spectrum is limited mainly by activity against common
pathogens. Cefatrizine and cefaclor are oral cephalosporins with similar antimicro-
bial activity to ampicillin or amoxicillin. They are not stable in solutions of neutral
pH. To determine drug concentrations in serum, it is necessary that the sample
should be adjusted to an acidic pH. The half-lives of oral cephalosporins vary
from 0.4 to 2.6 hours. Regarding dosage regimen, most of the compounds are
applied two or three times a day.
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The kinetic profile of cefixime makes it possible to use this agent once a day. At
present, there is no oral cephalosporin that can be used to treat severe infections in
place of parenteral cephalosporins. A breakthrough would be an oral cephalos-
porin with high bioavailability and a rather long half-life so that it would be
possible to achieve high serum concentrations (for example 10–20 pg/mL for one
to two hours). This ensures that sufficient tissue and fluid penetration will be
achieved. These drugs are mainly excreted into urine. The compounds with a
similar chemical structure to cephalexin are highly absorbed and rapidly excreted
into urine. Cefaclor and cefatridine are also well absorbed. Newer oral cephalos-
porins have intermediate or moderate oral absorption, i.e., 20% to 50% of urinary
recovery. The biliary excretion rate is low, but biliary concentrations for most
compounds are higher than serum concentrations.

Pharmacodynamic characteristic of b-lactam antibiotics is time-dependent
killing. Plasma concentration of b-lactam antibiotics above MIC or MBC relates
with their interstitial and intracellular level to kill the bacterial pathogens at the site
of many infections. The slow absorption and distribution phase of antibiotics after
p.o. administration expands the duration time of antibiotics in the plasma in
comparison with the rapid elimination phase of antibiotics after i.v. administration.
The CI prolongs the duration time of antibiotics level above the MIC in the plasma.

Ampicillin was developed as a new type of broad-spectrum penicillin. After
p.o. administration of ampicillin, a peak serum concentration is obtained between
one and two hours. There are many reports regarding the bioavailability of
ampicillin, but there is much difference on serum levels in each report. After the
p.o. administration of 500 mg, serum levels reached 4.1mg/mL one hour after
dosing and the drug was still detectable in serum after eight hours. About
50.4% of the drug was recovered in urine within 24 hours (36). Another study
reported that after a 250 mg oral dose, a serum concentration of 1.7 mg/mL was
observed at the peak and around 20% of the drug was recovered in urine within
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six hours (37). It was reported that when doubling the dose, the serum concentra-
tion doubles (38). The pharmacokinetic parameters after an oral dose of 500 mg in
the tasted state were ka 0.58, Cmax 5.9 mg/mL, tmax 1.49 hours, AUC 19.8 h.mg/mL,
and ke 0.6. After a meal, the parameters were ka 0.57, Cmax 4.6 mg/mL, tmax 2.48
hours, AUC 13.7 h.mg/mL, and ke 0.75. Urinary recovery over eight hours was
37.1% at tasting and 26.8% after eating. The results showed that ampicillin
absorption was significantly decreased in the nontasting state (39). The oral
absorption is limited in this compound and urinary excretion rate varied between
25% and 50%. After i.v. administration of 500 mg, a mean serum concentration of
25.8 and 16.8 mg/mL was observed at half an hour and one hour after dosing,
respectively. And the drug cannot be detected in serum after four hours (40).
Another author reported that ampicillin penetrated blister fluid rapidly after i.v.
dosing and the ampicillin levels in serum and blister fluid were approximately
equal at one hour. The rate of elimination from blister fluid was similar to that
from serum (41). After an oral dose of 500 mg, saliva and sweat contained no
detectable ampicillin, and tears contained a small amount of drugs (0.07–0.65 mg/
mL) (36). The levels in both lymph and plasma were approximately equal by four
hours after i.v. administration. The concentration of ampicillin in lymph was
higher than that of benzylpenicillin at all times after injection (32). Based on the
knowledge of ampicillin, several derivates were synthesized such as hetacillin,
ciclacillin, amoxicillin, mecillinam, and epicillin. Also, many ester forms of ampi-
cillin were developed as prodrugs to improve the oral absorption of ampicillin.
These compounds are split off in the body to ampicillin and have ampicillin’s
antimicrobial activity. The merit of these compounds is good absorption through
the intestinal tract compared with that of ampicillin.

POPULATION PK–PD

Population PK–PD study of antibiotic was investigated in a clinical study using
nonlinear mixed-effects modeling (NONMEM), a mathematical/statistical analysis
that considers the population study sample as a unit of analysis for the estimation
of the distribution of parameters and their relationships with covariates within the
population. NONMEM provides estimates of population characteristics that define
the population distribution of the PK-PD parameter. Serum and plasma samples
are collected from all or a special part of patients two or three times at steady state
for drugs and are evaluated on the basis of population to predict quantitatively
the individual variant of efficacy/dose among participant patients. Decreasing the
collection times of blood samples solves ethical problems and the damage of
many-times collection of blood from infected neonates burn patients and so on.
The population PK-PD study gives a good result.

A multicenter study investigated the population PK-PD of piperacillin and
tazobactam injected by either CI (13.5 g over 24 hours, n ¼ 130) or intermittent
infusion (3.375 g every six hours, n ¼ 132) in hospitalized patients with compli-
cated intra-abdominal infection (42). NONMEM was used to perform population
pharmacokinetic analysis in a subset of patients (n ¼ 56) who had serum samples
obtained at steady state (mean steady-state concentration 35.31� 12.15 mg/L for
piperacillin and 7.29� 3.28 mg/L for tazobactam). Classification and regression
tree analysis was used to identify the breakpoints of piperacillin PK-PD indexes in
94 patients with causative pathogen’s MIC. Creatine clearance and body weight
(BW) were the most significant variables to explain patient variability in
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piperacillin and tazobactam clearance and distribution volume (42). Population
PK-PD of cefepime infused (2 g every eight hours, 2 g every 12 hours, CI 4 g over
24 hours) against 1000 patients with P. aeruginosa by medical and surgical intensive
care unit in the United States (43). CI over 24 hours offered the most promising
pharmacodynamic target, attaining 65% to 81% ( p < 0.001) (43). Population PK-PD
of isepamicin and broad-spectrum b-lactam did not provide useful information in
196 intensive-care-unit patients with nosocomial pneumonia (44). Population PK of
cefozopran in neonatal infections using NONMEM indicates that the elimination of
cefozopran depends on the postnatal age and is approximately 38% lower in the
younger group than in the older group. Dosing of cefozopran is necessary,
particularly in prolongation of intervals of administration, in cases of postnatal age
of one day or less (45). Population PK of cefepime dosed at 30 mg/kg/dose every
12 hours in neonates with infections less than 14 days of age using NONMEM
provide antibiotic exposure equivalent to or greater than 50 mg/kg every eight
hours in older infant and children (46). Population PK of panipenem dosed at 10 to
20 mg/kg every 12 hours in neonates should yield a concentration within the
accepted therapeutic range (47). Population PK of arbekacin (n ¼ 41), vancomycin
(n ¼ 19), or papipenem (n ¼ 23) in neonates of the postconceptional ages (PCAs)
from 24.1 to 48.4 weeks, and the BWs from 458 to 5200 g using NONMEM found
that the mean clearance for subjects with PCAs of <33 to 34 weeks was signifi-
cantly smaller than those with PCAs of >33 to 34 weeks, and clearance showed an
exponential increase with PCA. Many antibiotics are excreted by glomerular
filtration, and maturation of glomerular filtration is the most important factor for
estimation of antibiotic clearance. Clinicians should consider PCA, serum creati-
nine level, BW, and chemical feature in determining the initial antibiotic dosing
regimen for neonates (48). Population PK of imipenem in patients with burns (n ¼
47,118 samples) using NONMEM integrated a linear–inverse relationship between
imipenem clearance and creatinine plasma level. The estimates of imipenem
clearance (16.37� 0.204 L/hr) and of the distribution volume of the central com-
partment (0.376� 0.039 L/kg) are higher in the population of patients with burns
than the estimates in healthy subjects (49). Population PK of ceftazidime in patients
with burns (n ¼ 41 patient, 94 samples) using NONMEM shows no relationship
between covariates and PK parameters was established with the exception of a
linear–inverse relationship between ceftazidime total clearance and creatinine
plasma level. The lower ceftazidime clearance could be explained by the relative
decrease in ceftazidime elimination in relation to the burn area, and the higher
ceftazidime distribution volume in the presence of interstitial edema, which could
act as a reservoir from which ceftazidime returns slowly to the circulation (50).

ECONOMY OF ANTIBIOTIC CHEMOTHERAPY

The goal of antibiotic therapy is to achieve the best possible clinical outcomes
while consuming the least amount of hospital resources. Health-care systems are
under intense pressure to increase quality of care and at the same time reduce
costs. Pressure to reduce the cost of antimicrobial therapy is especially intense
because these drugs may account for up to 50% of a hospital pharmacy budget.
Although b-lactam antibiotics have traditionally been given by intermittent infu-
sion, administration by CI is gaining popularity because it takes full advantage of
the known PD of the b-lactams and potentially consumes the least amount of
hospital resources. Other options that will also maintain the T >MIC for the entire
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dosing interval are the use of antibiotics with longer half-lives or more frequent,
larger doses. An advantage of CI, however, is that it can be given at a lower total
daily dose than standard dosing schedules. Although the i.v. drip method used in
the past was cumbersome and inaccurate, today, because of lightweight, portable,
and accurate infusion pumps, a CI is relatively easy and cost-effective to adminis-
ter. Giving a loading dose prior to starting the CI will bring the antibiotic
concentration into the therapeutic range immediately and minimize any lag time
in drug tissue equilibration. Constant infusion of b-lactam antibiotics has the
potential for appreciable cost reductions because it may represent the best method
to maintain levels above the MIC during the entire dosing interval using the least
amounts of drug, labor, and supplies.

A number of in vitro and animal models substantiate the equivalent or
superior efficacy of CI of b-lactams compared to standard dosing. These models
have been used extensively to elucidate the PD of b-lactams because they hold a
significant advantage over studies in humans. The doses and dosing intervals of
antibiotics are easily varied, reducing the interdependence of the pharmacody-
namic parameters. Using an in vitro model, investigators have demonstrated that
a CI at 5 · MIC of P. aeruginosa is as efficacious as II using less total daily drug
(51,52). Experiments in animal models have confirmed these in vitro results and
demonstrated further that a CI may be the better dosing strategy, if the same total
daily dose is used (53,54).

The mouse thigh model has been used to evaluate the difference between
neutropenic and nonneutropenic host response (55). The real difference in efficacy
between CI and II shows up in the neutropenic host: Even with a lower total
daily dose, CI provides much better efficacy than bolus dosing (56,57). In
neutropenic rats with gram-negative infection, a ceftazidime bolus dose that
protects 50% of the animals from death (PD50) had to be 65-fold higher than the
PD50 dose for a CI of the same drug. Once again, this experiment confirms that
T >MIC correlates to efficacy for the b-lactams, and when host defenses are not
present, the b-lactam concentration should exceed the MIC of the pathogen for
the entire dosing interval (58).

CI is a practical way to maintain 100% T >MIC with less total daily drug
(e.g., 3 g/24 hr CI of ceftazidime vs. 1–2 g every eight hours). Although clinical
efficacy data are sparse, the PD of CI is well characterized in both normal
volunteers and critically ill patients, and several small clinical trials have shown
the equivalence of CI and standard dosing (30,59–62). In one of the first clinical
trials of CI, Bodey et al. (67) compared the efficacy of cefamandole dosed as either
a CI or an intermittent dose given in combination with carbenicillin. There was no
significant difference in clinical cure between the two regimens. By subgroup
analysis, patients with persisting, severe neutropenia had a better clinical outcome
(65% vs. 21%, p¼ 0.03) with CI (63). In a study of CI benzylpenicillin versus daily
i.m. procaine penicillin G in 123 patients with pneumococcal pneumonia, there
was also no difference in clinical cure rates (64). A nonrandomized trial of
continuous versus II of cefuroxime showed that the CI results in a lower total
antibiotic dose. The CI results in equivalent efficacy, shorter length of hospital
stay, and overall cost savings to the institution (65).

At Hartford Hospital, there have been two CI b-lactam clinical studies.
The investigators compared cefuroxime given either as a CI of 1500 mg or
intermittently as 750 mg every eight hours (n¼ 25 in each group) to treat hospita-
lized community-acquired pneumonia (CAP) (66). Steady-state cefuroxime serum
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concentrations were 13.25� 6.29 mg/mL, more than two to four times the MIC90
of typical CAP pathogens. There was no difference in clinical cure rates, but the CI
regimen was associated with a shorter length of treatment, decreased length of
stay, lower total cefuroxime dose, and overall cost savings. The average amount of
i.v. cefuroxime per patient decreased significantly (p¼ 0.04) from 8.0� 3.4 g for II
to 5.9� 3.2 g for the CI. The average daily costs (including antibiotics, labor, and
supplies) decreased significantly (p¼ 0.04), $63.64� 30.95 for the CI compared
with $83.85� 34.82 for II.

The second Hartford Hospital study was a prospective, randomized trial of
the efficacy and economic impact of ceftazidime given as either a CI (3 g/day) or
an II (2 g q8hr) plus once-daily tobramycin for the treatment of nosocomial
pneumonia in the ICU (59). The investigators evaluated 35 patients, 17 in the CI
group and 18 in the II group. Clinical efficacy did not vary significantly between
groups (94% success in CI vs. 83% in II). Number of adverse events, duration of
treatment, and total length of hospital stay also did not vary significantly. The CI
regimen used half of the intermittent dose and maintained concentrations above
the MIC of the pathogen for 100% of the dosing interval. The II regimen
maintained concentrations above the MIC for 76% of the dosing interval. The costs
(including drug acquisition, antibiotic preparation and administration, adverse
events, and treatment failures) associated with the CI of ceftazidime, $625.69�
387.84, were significantly lower (p¼ 0.001) than with the II, $1004.64� 429.95.

There are some potential disadvantages to giving antibiotics by CI. For
patients with limited i.v. access, the CI may require their only i.v. line. Drug
compatibility will be an issue if two drugs must be infused simultaneously
through one line. Although the cost of infusion pumps should be considered in
any cost-effectiveness analysis of drug delivery by CI, since most manufacturers
will provide the use of the infusion pumps with a supply contract, the cost to the
hospital is usually limited to the price of the administration sets. Overall, the
advantages of the CI, both pharmacodynamically and economically, far outweigh
the disadvantages. The CI of b-lactams in place of frequent II is a good example of
how the knowledge and application of pharmacodynamic concepts can lead to
cost-effective antibiotic therapy.

CONCLUSION

Infectious diseases are now estimated to account for 15 million (>25%) of 57
million annual deaths worldwide by the World Health Organization. This value
does not include the additional millions of deaths that occur as a consequence of
past infections (for example, streptococcal rheumatic heart disease), or because of
complications associated with chronic infections, such as liver failure and hepato-
cellular carcinoma in people infected with hepatitis B or C viruses (67). Emerging
infections can be defined as infections that have newly appeared in a population
or have existed previously but are rapidly increasing in incidence or geographic
range, such as severe acute respiratory syndrome in 2003, acquired immune
deficiency syndrome in 1981, the 1918–1920 influenza pandemics, and the small-
pox. The identification of specific microbes of infectious diseases and the develop-
ment of vaccines and antibiotics led to enormous progress. By the 1950s, the
widespread use of penicillin, the development of polio vaccines, and the discovery
of drugs for tuberculosis had set in (68), and in 1967, the USA Surgeon General
stated that the war against infectious disease has been won (69).
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Intestinal b-lactamase metabolize oral b-lactam agents such as cefixime and
the metabolites are absorbed into the body. The metabolite was studied by mass
spectrometry as exemplified by the metabolism of cefixime (70). The structures of
M4 and M5 were detected in biological samples such as serum, urine, and feces
and identified by comparison to synthesized authentic samples. M3 was detected
only in feces and is a key compound to study on the metabolism of cephalospor-
ins, but it was difficult to determine the chemical structure because of a mixture
between aldehyde and acetal. NMR spectra of the mixture showed a small amount
of the aldehyde proton and the counter amount of the acetal proton at the field
of the specific chemical shift. It was determined as dinitrophenylhydrazone of
which secondary ion mass spectrometry SIMS showed m/z 467 as the quasi-
molecular ion.
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Ethnic differences of valid biomarkers such as CYP2C9, 2C19 and 2D6 affect
plasma concentration of drugs (71) and their metabolites that are related with
FDA Guidance 2005 “Safety testing of metabolites” (72). SNIP of CYP and
transporter genes need genotype diagnosis for tailor-made chemotherapy. Geno-
mics, proteomics and metabolomics of bacterium are important to develop new
antibiotics to be studied by microdose clinical studies (73) or exploratory IND
studies (74).

b-Lactamases inactivate beta-lactam antibiotics and are a major cause of
antibiotic resistance. The recent outbreaks of Klebsiella pneumoniae carbapenem-
resistant (KPC) infections mediated by KPC type b-lactamases are creating a
serious threat to our “last resort” antibiotics, the carbapenems. KPC b-lactamases
are serum carbapenemases and are a subclass of class A b-lactamases that have
evolved to efficiently hydrolyze carbapenems and cephamycins which contain
substitutions at the alpha-position proximal to the carbonyl group that normally
render these b-lactams resistant to hydrolysis. To investigate the molecular basis
of this carbapenemase activity, we have determined the structure of KPC-2 at
1.85 Å resolution (75).
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INTRODUCTION

Aminoglycosides are highly potent, broad-spectrum antibiotics, which have
remained an important therapeutic option for the treatment of life-threatening
infections. Since the introduction of this class of agents into clinical practice some
five decades ago, the major obstacle to curtail their use is the potential for drug-
related toxicity. However, over the last decade, new information concerning the
pharmacodynamic profile of these agents has been revealed, which not only leads
to the potential for improved antibacterial effectiveness, but also leads to the
minimization of their toxicodynamic profile. As a result of our contemporary
understanding of these principles, parenteral dosing techniques for the aminogly-
cosides have been modified from the administration of frequent small intermittent
dosages to once-daily regimens, which not only optimize the pharmacodynamic
and toxicodynamic profiles but also substantially reduce expenditure associated
with this therapeutic option. Application of these new principles together with the
aminoglycosides in vitro activity, proven clinical effectiveness, and synergistic
potential are the rationale behind their continued use in the management of
serious infections.

HISTORY AND MECHANISM OF ACTION OF AMINOGLYCOSIDES

The aminoglycosides include an important group of natural and semisynthetic
compounds. The first parenterally administered aminoglycoside, streptomycin,
was introduced in 1944 and was followed by a number of other naturally
occurring compounds, which include neomycin, kanamycin, tobramycin, gentami-
cin, sisomicin, and paromomycin. Amikacin and netilmicin are semisynthetic
derivatives of kanamycin and sisomicin, respectively, while isepamicin is a
semisynthetic derivative of gentamicin. Arbekacin, known as habekacin, is also a
semisynthetic derivative obtained by acylation of dibekacin in a reaction analo-
gous to that used to produce amikacin (1,2).

Like many antibiotics (i.e., macrolides, tetracyclines, and streptogramins), the
bactericidal activity of the aminoglycosides is thought to be ribosomally mediated.
Existing data suggest that their antibacterial activity results from inhibition of
protein biosynthesis by irreversible binding of the aminoglycoside to the bacterial
ribosome. The intact bacterial ribosome is a 70S particle that consists of two
subunits (50S and 30S) that are assembled from three species of rRNA (5S, 16S,
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and 23S) and from 52 ribosomal proteins. The smaller 30S ribosomal submit, which
contains the 16S rRNA, has been identified as a primary target for aminoglycoside,
which ultimately induces mistranslation on prokaryotic ribosomes (3,4).

In order to reach their cytoplasmic ribosomal target, aminoglycosides must
initially cross the outer membrane (in gram-negative organisms) and the cytoplas-
mic membrane (in gram-negative and gram-positive bacteria). In gram-negative
bacteria, the initial step involves ionic binding of the highly positively charged
aminoglycosides to negatively charged phosphates mainly in lipopolysaccharides
on the outer membrane surface, while uptake across this membrane is likely due
to a “self-promoted uptake” mechanism (5,6). The cationic aminoglycosides may
act by competitively displacing the divalent cations in the membrane resulting in
the entry of the antibiotic (3). The rapid initial binding of the aminoglycosides to
the cell accounts for the rapid bactericidal activity, which appears to increase with
increasing aminoglycoside concentration. This characteristic of concentration- or
dose-dependent killing in part explains the recent attention given to giving the
entire dose of the aminoglycoside on a once-daily basis in order to maximize
bacterial killing.

Aminoglycoside uptake across the cytoplasmic membrane is the result of
their electrostatic binding to the polar heads of phospholipids while the driving
force for aminoglycoside entry is provided by a cellular transmembrane electrical
potential. The combination of these effects is characterized by rapid binding to the
ribosome and an acceleration of aminoglycoside uptake across the cytoplasmic
membrane.

Aminoglycosides of the gentamicin, kanamycin, and neomycin families
induce misreading of mRNA codons during translation as well as inhibit trans-
location (7). Streptomycin induces misreading of the genetic code in addition to
inhibiting translational initiation. By contrast, spectinomycin, an agent with only
bacteriostatic activity, does not cause translation errors but inhibits trans-
location. These findings support the notion that translational misreading is at
least partly responsible for the bactericidal activity characteristic of aminoglyco-
sides (7–10).

While the ribosome has been identified as a primary target for these agents,
the precise mechanism by which aminoglycosides exert their bactericidal activity
has remained elusive, since these drugs manifest pleiotropic effects on bacterial
cells. These effects include, but are not limited to, disruption of the outer mem-
brane, irreversible uptake of the antibiotic, blockade of initiation of DNA replica-
tion, and “stabilization of DNA–RNA hybrid duplexes or triple helices” (11,12).

MICROBIOLOGIC SPECTRUM

While the aminoglycosides are highly potent, broad-spectrum antibiotics, their
in vitro activity is considered to be most notable against a variety of gram-
negative pathogens. These pathogens include common clinical isolates of Acineto-
bacter spp., Citrobacter spp., Enterobacter spp., Escherichia coli, Klebsiella spp.,
Serratia spp., Proteus spp., Morganella spp., and Pseudomonas aeruginosa. How-
ever, while these agents are generally considered active against these microbes,
substantial differences in antimicrobial potency exist among the various aminogly-
cosides. For example, even though the antimicrobial spectra of gentamicin and
tobramycin are quite similar, tobramycin is generally more active in vitro against
P. aeruginosa, whereas gentamicin is more active against Serratia.
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Although streptomycin has been used extensively for many years, the
emergence of resistance in against Mycobacterium tuberculosis and aerobic gram-
negative bacilli, as well as the relatively frequent occurrence of vestibular toxicity
combined with the availability of less toxic antibiotics has greatly diminished its
clinical utility. The introduction of kanamycin provided a broader spectrum of
activity against gram-negative bacilli, including streptomycin-resistant strains, but
it was not active against P. aeruginosa. As with streptomycin, extensive use of
kanamycin quickly led to the emergence and widespread dissemination of kana-
mycin resistance among Enterobacteriaceae. The development of other agents
within the class (i.e., gentamicin, tobramycin, netilmicin, and amikacin) further
expanded the spectrum of antimicrobial activity of this class to cover many
kanamycin-resistant strains, including P. aeruginosa.

While the aminoglycosides are also active against Salmonella spp., Shigella
spp., Neisseria gonorrhea, and Haemophilus influenzae, this class of agents is not
recommended for infections caused by these species because of the wide avail-
ability of effective and less toxic drugs.

Aminoglycosides are generally active against Staphylococci. Several reports
demonstrated that arbekacin, marketed in Asian countries such as Japan, has a
superior in vitro activity against methicillin-resistant Staphylococcus aureus (MRSA)
compared to other aminoglycosides, although outbreaks of arbekacin-resistant
MRSA have been recently reported in Japan (13–15). A study using an in vitro
infection model also demonstrated that arbekacin had better in vitro activity than
vancomycin against MRSA and one strain of glycopeptide intermediate-resistant
Staphylococcus aureus (GISA), which is a New Jersey strain (HIP5836). However, both
arbekacin and vancomycin were not effective against the other tested GISA strain,
which is a Japanese strain (Mu-50) (16).

Aminoglycosides are not generally advocated as single agents for infections
due to gram-positive pathogens. However, an aminoglycoside, usually gentamicin,
is frequently administered in combination with a cell wall active agent to provide
synergy in the treatment of serious infections due to Staphylococci, Enterococci,
and Viridans streptococci. (Refer to the section entitled Resistance and Synergy.)

PHARMACOKINETIC CHARACTERIZATION

Aminoglycosides are poorly absorbed after oral administration due to their hydro-
philicity and poor membrane permeability. Recently, there are many attempts and
studies carried to enhance oral absorption and thus to invent an oral formulation
(17–20). These potential absorption enhancers include a derivative of taurocholic
acid (i.e., TC002) (17), various nonionic, anionic, and cationic surfactants (18), a
medium length alkyl chain surfactant (i.e., labrasol) (19), and a polysaccharide (i.e.,
11) (20). Some of these agents statistically enhanced bioavailability in animal
models.

Due to similar reasons for poor oral absorption, these agents penetrate poorly
through intact skin. In spite of the poor skin penetration, their use as a topical
antibacterial for large areas of denuded skin (i.e., thermal injury) may cause
substantial systemic absorption, especially in patients with altered renal function.
Furthermore, the use of aminoglycosides for local irrigation of closed body cavities
may result in considerable systemic accumulation and potential toxicity.

Like concerns for potential systemic toxicity from their topical usage, the
swallowed portions of inhaled or nebulized aminoglycosides may cause
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detectable aminoglycoside serum concentrations and the development of toxicity.
Pharmacokinetics and pharmacodynamics of inhaled or nebulized aminoglyco-
sides will be further discussed in subsequent sections of this chapter.

As a consequence of poor oral bioavailability, the aminoglycosides must be
given parenterally in order to achieve a consistent systemic serum concentration
profile. While the intramuscular route is well tolerated and results in essentially
complete absorption, intravenous administration is generally preferred because of
the rapid and predictable serum profile. The importance of the rapid and reliable
attainment of sufficient peak concentrations will be further discussed in subse-
quent sections of this chapter.

The aminoglycosides are weakly bound to serum proteins and therefore
freely distribute into the interstitial or extracellular fluid. The apparent volume of
distribution of this class of agents is approximately 25% of the total body weight,
which corresponds to the estimated extracellular fluid volume. While the volume
of distribution is generally approximated at 0.25 to 0.3 L/kg, patients who are
malnourished, obese, pregnant, or in the intensive care unit or have ascites may
have substantial alterations in this parameter, which require dosage and/or
schedule modifications to maintain the desired serum profile. In general, the
concentrations of the aminoglycosides attained in tissue and body fluids are less
than that obtained in serum, with the notable exceptions of the kidney, perilymph
of the inner ear, and urine. Approximately 20% to 50% of the serum concentration
can be achieved in bronchial, sputum, pleural, and synovial fluid and unob-
structed bile. Although low aminoglycoside bronchial fluid concentrations have
been reported, the administration of large single daily doses versus conventional
dosing substantially improves drug penetration into this fluid, while reducing
drug accumulation in the renal tissue (21–23). As compared with other body sites,
the penetration into prostate tissue and bone penetration is poor. Penetration of
aminoglycosides into cerebral spinal fluid in the presence of inflammation or in
the fluid of the eye is inadequate and variable, and therefore direct instillation is
often required to provide sufficient concentrations at these sites. Additionally,
these agents cross the placenta; therefore, the potential risk to the fetus and mother
must be considered prior to use.

The kidneys, via glomerular filtration, are responsible for essentially all
aminoglycoside elimination from the body. As a result, there is a proportional
relationship between drug clearance and glomerular filtration rate, which is
routinely utilized to assist with aminoglycoside dosage modification (24). In adults
and children older than six months with normal renal function, the elimination
half-life is approximately two to three hours. In premature, low-birth weight and
infants less than one week old, the half-life is 8 to 12 hours, whereas the half-life
decreases to five hours for neonates whose birth weight exceeds 2 kg. Finally, it
should be expected that substantial increases in the half-life would be observed in
patients with renal dysfunction as a result of the primary renal elimination.

PHARMACODYNAMIC OVERVIEW

Over the last several decades, new data have emerged which extended our
understanding of the complex interactions, which take place among the pathogen-
drug-host during the infection process. Much of this focus has revolved around a
more complete understanding of the influence of drug concentration on bacterial
cell death. The pharmacodynamic properties or the correlation of drug
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concentration and the clinical effect (e.g., bacterial killing) of a specific antibiotic
class are therefore an integration of two related areas, one being microbiologic
activity and the other pharmacokinetics (refer to Chapter 2 for a more complete
review of this topic). A distinct pharmacodynamic profile exists for all antimicro-
bials, since the influence of drug concentration on the rate and extent of bacter-
icidal activity is different among the various classes of drugs.

The pharmacodynamic profile of the aminoglycosides has been characterized
both in vitro and in vivo. Utilization of both static (i.e., time-kill studies) and
dynamic (i.e., pharmacokinetic modeling) in vitro techniques have provided
fundamental information concerning the pharmacodynamic profile of the amino-
glycosides. Based on these data, a general pharmacodynamic division among
antimicrobials occurs between agents, in which the rate and extent of bactericidal
activity is dependent upon drug concentration (aminoglycosides and fluoro-
quinolones) and agents such as the b-lactams, which have bactericidal activity
independent of drug concentration when their concentration exceeds four times
the minimum inhibitory concentration (MIC) (25–28).

Figure 1 depicts these principles as illustrated with ciprofloxacin, tobramy-
cin, and ticarcillin. In this experiment, bacteria are exposed to various multiples of
the MIC in vitro and as shown with ticarcillin, little difference in the rate of
bactericidal activity is noted when its concentration exceeds four time the MIC.
Therefore, this type of killing, which is characteristic of b-lactams, is termed
nonconcentration or dose-independent bactericidal activity (refer to Chapter 7 for
a more complete discussion of b-lactam pharmacodynamics).

By contrast, when the same multiples of the MIC are studied with tobramy-
cin and ciprofloxacin, the number of organisms is seen to decrease more rapidly
with each rising MIC interval. Since these agents eliminate bacteria more rapidly
when their concentrations are appreciably above the MIC of the organism, their
killing activity is referred to as concentration or dose-dependent bactericidal
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FIGURE 1 Influence of drug concentration on the bactericidal activity of tobramycin, ciprofloxacin,
and ticarcillin against Pseudomonas aeruginosa. Abbreviation: MIC, minimum inhibitory concentra-
tion. Source: From Ref. 26.
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activity (26). Based on these in vitro data, optimum bactericidal activity for the
aminoglycosides is achieved when the exposure concentration is approximately 8
to 10 times the MIC (25,26,29,30). In addition to maximal bactericidal activity,
Blaser et al. (31) have demonstrated that the peak/MIC ratio of 8:1 is correlated
with a decrease in the selection and regrowth of resistant subpopulations occur-
ring during treatment with netilmicin.

Antimicrobial activity in vivo is a complex and multifactorial process. As
described elsewhere in this text, to be effective, an antimicrobial must reach and
maintain adequate concentrations at the target site and interact with the target site
for a period of time so as to interrupt the normal functions of the cell in vivo. This
description of the interaction between the pathogen and drug (i.e., microbiologic
activity) is influenced by the drug disposition or pharmacokinetic profile of the
host species. As a result of the complex interactions occurring among the pathogen,
drug, and host triad, in vivo pharmacodynamic characterization of compounds is
required.

Since we are not yet able to measure drug concentrations at the site of action
(i.e., ribosome for the aminoglycosides), we commonly employ a microbiologic
parameter (i.e., MIC) as the critical value in the interpretation of these in vivo
pharmacodynamic relationships. When integrating the microbiologic activity and
pharmacokinetics, several parameters appear to be significant constituents of drug
efficacy. The pharmacokinetic parameter of area under the concentration–time
curve (AUC), maximum observed concentration (Cmax or peak), and half-life are
often integrated with the MIC of the pathogen to produce pharmacodynamic
parameters such as the AUC/MIC, peak/MIC ratio, and the time, which the drug
concentration remains above the MIC (time > MIC). For the aminoglycosides the
AUC/MIC, peak/MIC ratio, and time > MIC have all been shown to be pharma-
codynamic correlates of efficacy (25,31,32). However, it is not surprising that
several pharmacodynamic parameters have been related to efficacy with these
agents since all of these parameters are correlated (Fig. 2).

Therefore, since the amount of drug delivered against the pathogen is
proportional to the amount of drug delivered to the host (AUC), the AUC is the
primary pharmacokinetic parameter associated with efficacy. However, since the
AUC is a product of concentration and time under certain conditions, the influence
of concentration will appear to be a predominant factor, whereas under a different
set of conditions, the exposure to the drug or the time > MIC may assume a larger
role in bacterial eradication. In the case of the aminoglycosides, which display
concentration-dependent killing and a relatively long postantibiotic effect (PAE),
the influence of the time > MIC is small when compared to the influence of peak
concentration. As a result, the pharmacodynamic parameter, which is believed to
best characterize the profile of the aminoglycosides in vivo, is the peak/MIC ratio.

In support of the concentration-dependent bactericidal activity of the amino-
glycosides displayed in in vitro studies and animal models of infection, several
studies in man have also demonstrated the importance of achieving sufficient
peak/MIC ratios as related to defined treatment success. Aminoglycoside concen-
trations have been associated with treatment success in a triad of studies reported
by Moore et al. (33–35). In the first report by this group, higher Cmax concentra-
tions were associated with improved outcomes in gram-negative pneumonia,
while in the second report higher concentrations were associated with improved
survival in gram-negative bacteremia (33,34). Results of these studies suggest the
importance of achieving adequate and early aminoglycoside concentrations in
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severely ill patients with gram-negative infection. Their last study published in
1987 evaluated the relationship between the ratio of the peak concentration to MIC
and clinical outcome through data collection from four randomized, double-blind,
controlled clinical trials, which utilized gentamicin, tobramycin, or amikacin for
the treatment of gram-negative bacterial infections (33). For the purposes of the
study, the maximal peak concentration (Cmax) was defined as the highest concen-
tration determined during therapy, while the mean peak concentration was
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FIGURE 2 Antimicrobial pharmacodynamics: integration of microbiologic potency and selected
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calculated as the average of all Cmax values during the course of treatment. The
investigators demonstrated that high maximal and mean peak aminoglycoside
concentration (8.5� 5.0 and 6.6� 3.9mg/mL, respectively) to MIC ratios were
significantly (P < 0.00001 and P < 0.0001, respectively) correlated with clinical
response. Of the 188 patients who had a clinical response to therapy, the Cmax/
MIC average value was 8.5� 5.0mg/mL, whereas the 48 nonresponders had a
ratio of 5.5� 4.6mg/mL (P < 0.00001). Although these studies used fixed dosing
intervals and were not designed to assess the in vivo pharmacodynamic para-
meters and their relationship to outcome, these data provide the backbone for our
commitment to the value of the peak/MIC ratio in clinical practice. Deziel-Evans
et al. demonstrated that a 91% cure rate was observed in patients with peak/MIC
ratios greater than 8, while only a 12.5% cure rate was observed for patients with
ratios between �4 in a retrospective study with 45 patients (36). In another study
by Keating et al., response rates of 57%, 67%, and 85% were observed in
neutropenic patients with mean serum aminoglycoside concentration/MIC ratios
of 1 to 4, 4 to 10, and greater than 10, respectively (37). Williams et al. (38) have
also reported that Cmax/MIC ratios correlated significantly with cure in 42 patients
undergoing amikacin treatment who were evaluable for clinical outcome. Addi-
tionally, Fiala and Chatterjee (39) also noted that infection was cured more
frequently in patients with severe gram-negative infections who achieved higher
peak/MIC ratios. The association of high peak/MIC ratios with improved out-
comes has also been noted in orthopedic patients receiving gentamicin and
recently a similar relationship has been noted for 61 febrile neutropenic patients
with hematologic malignancies (40,41). Other investigators have also observed
beneficial correlations between serum concentrations or pharmacodynamic para-
meters and therapeutic outcomes in patients treated with aminoglycosides (42–44).

More recently, Kashuba et al. (45,46) reported that achieving an aminoglyco-
side peak/MIC of �10 within 48 hours of initiation of therapy for gram-negative
pneumonia resulted in a 90% probability of therapeutic response by day 7 of
therapy. They also note that aggressive aminoglycoside dosing (initial dose of
7 mg/kg) followed by individualized pharmacokinetic monitoring should max-
imize the rate and extent of response in this patient population.

Additionally many once-daily aminoglycoside trials and their meta-analysis
studies (which will be described in a later section in this chapter) also proved the
importance of the correlation between the peak/MIC ratio and clinical outcome.

POSTANTIBIOTIC EFFECT

The PAE is defined as the persisting suppression activity against bacterial growth
after limited exposure of bacteria to an antibiotic. In order to measure the in vitro
PAE of aminoglycosides, after a one- to two-hour exposure of an antibiotic or
antibiotics to bacteria, drug is removed rapidly by dilution, drug inactivation [e.g.,
cellulose phosphate powder or tobramycin-acetylating enzyme AAC (3)-II and
acetyl coenzyme A], or filtration (0.45mm pore-size filters). After this drug elimina-
tion process, viable counts [colony-forming unit (CFU)/mL] at each time point are
required to develop viability curves. The in vitro PAE is calculated by the
following equation: PAE ¼ T _ C where T is the time required for the count of
CFU in the test culture to increase one log10 above the count observed immedi-
ately after drug removal and C is the time needed for the count of CFU in an
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untreated control culture to increase one log10 above the count observed immedi-
ately after the same procedure used on the test culture for drug removal (47).

Like quinolones, aminoglycosides represent another antibiotic class, which
has a clinically meaningful PAE; however, several factors may affect the presence
and duration of the PAE. A range of 0.5 to 7.5 hours has been reported for the
PAE of aminoglycosides (47,48). Major factors influencing PAE include organism,
concentration of antibiotic, duration of antimicrobial exposure, and antimicrobial
combinations. Minor factors include size of the inoculum, growth phase of the
organism at the time of exposure, mechanical shaking of the culture, type of
medium, pH and temperature of the medium, and the effect of reexposure (47).

The examples below illustrate how the above factors affect the presence and
duration of the PAE. Unlike b-lactam antibiotics with PAEs against only gram-
positive organisms, aminoglycosides exhibit a PAE on both gram-positive and
gram-negative organisms (48,49). However, the PAE duration differs depending
on the types of bacteria. For example, the durations of the PAE following exposure
of P. aeruginosa to gentamicin and tobramycin are 2.2 hours and 2.1 hours,
respectively, while those of E. coli are 1.8 hours and 1.2 hours, respectively (47).
Additionally, it has been shown that there is a positive correlation between
subsequent dose and concentration of aminoglycosides and duration of the PAE
(50–53). A maximum concentration to exert a maximal PAE effect of aminoglyco-
sides is difficult to determine because most bacteria are completely and rapidly
killed at high drug concentrations. In contrast, the PAE of penicillin G gradually
increases up to a point of maximal effect at a concentration 8 to 16 times the MIC
(53–55). The same theory also applies to duration of exposure.

The duration of PAE also varies depending on concurrently applied anti-
biotics when it is tested as a combination therapy. The combined effect of
aminoglycosides and cell wall inhibitors on the duration of the PAE was studied
by several researchers (56–59). In general, these combinations produced additive
effects (i.e., similar to the sum of PAEs for individual drugs) or synergistic effects
(i.e., at least one hour longer than the sum of PAEs for individual drugs) in
S. aureus and various Streptococci. The effects of antibiotic combinations against
gram-negative bacilli were mainly additive or indifferent (i.e., no different from
the longest of the individual PAEs). As an exception, the addition of tobramycin
to rifampin, which can achieve prolonged PAEs in gram-negative bacilli, showed
synergism of the PAE in P. aeruginosa, E. coli, and Klebsiella pneumonia (59).

However, there are unavoidable limitations in this in vitro determination of
the PAE duration. One major drawback is that bacteria undergo a single exposure
for a short period of time to a fixed concentration of a testing antimicrobial agent.
However, in a clinical setting, the antimicrobial agent should be used multiple
times. In addition, it should maintain the concentration above the MIC for a
relatively longer time period than that which occurs during PAE testing, and
the concentration should decline continuously throughout the dosing interval.
Karlowsky et al. (60,61) demonstrated that multiple exposures of E. coli and P.
aeruginosa to aminoglycosides significantly decreased the duration of PAE, along
with an attenuation in bacterial killing activity. McGrath et al. (52) suggested that
the reasons for this phenomenon may be because of adaptive resistance or the
selection of drug-resistant variants. Li et al. (62) demonstrated that P. aeruginosa
exposed to constant tobramycin concentrations have longer PAE than those
exposed to exponentially decreasing tobramycin concentrations at similar AUC
above the MIC. These studies suggest that conventional testing yields an
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overestimate of the PAE in comparison to the PAE presented in a clinical situation
with continuously changing concentrations.

Furthermore, the duration of PAE significantly varies depending on the
testing environment; important factors influencing the testing environment include
inoculum concentration, temperature, pH, oxygen tension, and free cation (Ca2þ,
Mg2þ) content (63–67). The other obstacle to apply this in vitro PAE duration to
clinical practice is that the PAE does not consider host immunity. However, some
effort has been undertaken to include host immunity by using other terminologies
such as postantibiotic leukocyte enhancement (PALE) and postantibiotic sub-MIC
effect. PALE is a phenomenon that pathogens in the PAE phase are more
susceptible to the antimicrobial effect of human leukocytes than non-PAE controls.
Postantibiotic sub-MIC effect illustrates the joining of the PAE and the additive
effects of exposure to sub-MIC levels (68).

Despite some of the limitations involved in predicting the exact duration of
PAE, the general consensus is that PAE is an important factor to be considered
when developing a drug regimen. The precise mechanisms of the PAE are largely
unknown. However, several hypotheses have been suggested. They include
limited persistence of antibiotic at the site of action, recovery from nonlethal
damage to cell structures, and the time required for synthesis of new proteins or
enzymes before growth. Drug-induced nonlethal damage due to the irreversible
binding to bacterial ribosomes represents a feasible mechanism of the PAE of
aminoglycoside (53,69). In a study measuring the rate of [3H] adenosine incorpora-
tion, Gottfredsson et al. (70) showed that DNA synthesis by P. aeruginosa after
exposure to tobramycin was markedly affected during the PAE phase. However,
in a study, which utilized cumulative radio-labeled nucleoside precursor uptake in
a clinical strain of E. coli, Barmada et al. showed that DNA and RNA synthesis
resumed almost immediately following exposure to tobramycin, whereas protein
synthesis did not recover until four hours later. Therefore the duration of PAE
produced by aminoglycosides against E. coli seems to be better correlated with
inhibition of protein synthesis than inhibition of DNA or RNA synthesis (71). Even
if the rationale of this difference is unknown, it may be from discrepancy in the
mechanism of action between two species. Theoretically, provided that a certain
threshold of growth suppression to restrain DNA synthesis is attained, greater
accumulation or entrapment of intracellular tobramycin in P. aeruginosa may
account for this disagreement (70,71).

Although numerous data are available on the in vitro PAE, there is less
in vivo information. Six animal models have been developed to evaluate the
in vivo PAE: thigh infection in mice, pneumonia in mice, infected subcutaneous
threads in mice, meningitis in rabbits, infected tissue-cages in rabbits, and endo-
carditis in rats (47). Among these models, the mice thigh infection model is
commonly used to evaluate the PAE of aminoglycosides, although the pneumonia
model is also adopted for aminoglycosides (50,72–74). The endocarditis rat model
has been used to evaluate the in vivo PAEs of aminoglycosides when they are
added to penicillin or imipenem (51,75). In these above models, antibiotic is
administered to achieve a concentration, which exceeds the MIC during the first
one to two hours. Next, bacterial loads from tissue are counted at various time
points while drug concentrations of plasma are measured simultaneously. After
graphing the bacterial growth curve, in vivo PAE can be calculated by the
following equation: PAE ¼ T _ C _ M. M is the time serum concentration exceeds
the MIC, T is the time required for the counts of CFU in tissue to increase one
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log10 above the count at the time closest to but not less than time M, and C is the
time required for the counts of CFU in tissue of untreated control to increase one
log10 above the count at time zero (47).

Major factors affecting the in vivo PAE include the infection site, type of
organism, type of antimicrobial agent, the drug dose, simulation of human
pharmacokinetics, and the presence of leukocytes (47,76). For example, the in vivo
PAEs for 15 clinical isolates of Enterobacteriaceae following administration of
gentamicin (8 mg/kg) ranged from 1.4 to 7.3 hours (76). Like the in vitro PAE,
higher doses of drugs are also correlated with longer in vivo PAEs (47). The PAEs
of single doses of 4, 12, and 20 mg/kg tobramycin in the thighs of neutropenic
mice infected with P. aeruginosa were 2.2, 4.8, and 7.3 hours, respectively.
Generally, the combinations of aminoglycoside and b-lactam lengthened the PAE
for S. aureus and P. aeruginosa by 1.0 to 3.3 hours, compared to the longest PAE of
the individual drugs. However, no difference was observed against E. coli and
K. pneumoniae (74). The adoption of a different infection model also may influence
the duration of the in vivo PAE. PAEs with amikacin against K. pneumoniae in the
mouse pneumonia model were roughly 1.5 to 2.5 times longer than that observed
in the mouse thigh model at the corresponding dose (74). Furthermore, other
environmental conditions also influence the in vivo PAE (76).

The in vivo PAE can be utilized to incorporate the effect of host immunity in
conjunction with the PAE. The duration of the in vivo PAE of aminoglycosides
was prolonged 1.9- to 2.7-fold by the presence of leukocytes (76). In addition,
neutrophils are also proven to prolong the in vivo PAEs for aminoglycosides
against a standard strain of K. pneumoniae (77). The other benefit of the in vivo
PAE is that the half-life of some antimicrobials can be prolonged to simulate
human pharmacokinetics by inducing transient renal impairment in mice with
uranyl nitrate. The in vivo PAE in the renally impaired mice was approximately
seven hours longer than that observed in normal mice with large doses inducing a
similar effect. This difference is likely due to sub-MIC levels that persist for a
longer time with renal impairment than with normal renal function (47).

In spite of the lack of an ideal method to apply the PAE to clinical practice,
the PAE has a major impact on antimicrobial dosing regimens. For antibiotics with
longer PAE, dosing frequency may be less frequent than that of antibiotics with
shorter PAE. Therefore, PAE may be one of the rationales for the implementation
of once-daily aminoglycoside dosing.

RESISTANCE AND SYNERGY

While the focus of this chapter concerns the pharmacodynamic profile of the
aminoglycosides and its implications for clinical practice, it is important to realize
that the development of antimicrobial resistance is often the rate-limiting step for
a compound’s clinical utility. Not unlike other antimicrobials, the aminoglycosides
face similar issues regarding resistance. While this topic is beyond the scope of this
chapter, it should be noted that at least three mechanisms confer resistance to the
aminoglycosides: impaired drug uptake, mutations of the ribosome, and enzy-
matic modification of the drug. Intrinsic resistance is often due to impaired uptake
while acquired resistance usually results from acquisition of transposon- and
plasmid-encoded modifying enzymes (78). To this end, the pharmacodynamic
implications regarding resistance are that one should select regimen, which
maximizes the rate and extent of killing. If this approach is universally endorsed,
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it will likely minimize the development of resistance in vivo, since this pharmaco-
dynamic optimization of aminoglycosides has been shown to have this effect in
vitro (31,79). Additionally, adaptive resistance and refractoriness to aminoglyco-
sides have been demonstrated in vitro and in a neutropenic murine model
by exposing P. aeruginosa to concentrations below or at the MIC of the organism
(80–82). Exposure to an aminoglycoside without a drug-free period leads to
decreased bacterial killing. Therefore, longer dosing intervals, as can be achieved
with the pharmacodynamically based once-daily aminoglycoside dosing approach,
allow for a drug-free period in which the bacteria are not exposed to an
aminoglycoside and should further preserve the antibacterial activity of these
agents after multiple doses.

Aminoglycosides exhibit synergistic bactericidal activity when given in
combination with cell wall active agents such as b-lactams and vancomycin
(83,84). For example, enterococcal endocarditis should be treated with a combina-
tion of an aminoglycoside plus a penicillin or vancomycin because by themselves
neither of the agent is sufficiently bactericidal. However, when combination
therapy is advocated to achieve synergy for gram-negative organisms, maximally
effective doses of both agents should be maintained because synergy does not
occur universally for all pathogens to all b-lactam plus aminoglycoside combina-
tions (83,85). Additionally, it should also be noted that combination exposure may
also prolong the in vitro and in vivo PAE observed with the aminoglycosides (see
section “Postantibiotic Effect” above), although the clinical relevance of this effect
is not fully understood.

TOXICODYNAMICS

Since their introduction into clinical practice, a variety of adverse events have been
reported during aminoglycoside therapy. Although the precise cellular mechanism
of toxicities remains elusive, aberrant vesicle fusion, mitochondrial toxicity/free
radical generation, and decreased protein synthesis either by reduced transcription
or by translation after aminoglycoside exposure are suggested (86).

Most (i.e., gastrointestinal) adverse reactions of aminoglycosides are mild
and resolve with drug discontinuation. The aminoglycosides rarely produces
hypersensitivity reactions and despite direct injection into the central nervous
system and the eye, local adverse events (i.e., seizures and hypersensitivity
reaction) are generally not observed. Although infrequent in contemporary clinical
practice, the aminoglycosides have the potential to cause or exacerbate neuromus-
cular blockade. Despite the concern for increased risk with the administration of
the high doses routinely used in once-daily dosing protocols, this adverse event
has not been observed (87,88). However, while generally well tolerated, the major
obstacle, which has curtailed the use of aminoglycosides is the potential for
ototoxicity and nephrotoxicity.

Although ototoxicity has long been recognized as a potential complication of
aminoglycoside therapy, questions still remain regarding the full delineation of
risk factors and a universally accepted definition. As a result of discrepancies in
both definition and sensitivity of testing, the reported incidence of ototoxicity has
spanned a wide range (2–25%). “Two distinct forms” of ototoxicity, cochleotoxicity
and vestibulotoxicity, have been reported and may occur alone or simultaneously
(89). While the precise mechanism of injury remains elusive, cochleotoxicity is
believed to result from injury to the outer hair cells (mostly) and/or inner hair
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cells (in severe cases) (90,91). Pathology of vestibulotoxicity includes the injury to
hair cells in the crista ampullaris of the semicircular canals (90,91).

Auditory toxicity often occurs at frequencies, which are higher than that
required for conversation and thus patient complaints which usually manifest as
tinnitus or a feeling of fullness in the ear are usually rendered once considerable
auditory damage has already been done (92). Like the progression of auditory
loss, the initial symptoms of vestibular toxicity often go unrecognized due to the
nonspecific nature of its initial presentation (i.e., nausea, vomiting, cold sweats,
nystagmus, vertigo, and dizziness) (93). While considered to be less frequent than
auditory toxicity, these vestibular effects are by and large irreversible and there-
fore may have a profound impact on the daily function status. Although there is
lack of well-controlled comparative trials with sufficient power to detect differ-
ences in ototoxicity among aminoglycosides after systemic administration, several
groups of researchers reported relative comparisons among aminoglycoside
groups; gentamicin, kanamycin, and tobramycin tend to be more cochleotoxic than
amikacin (89,90). In contrast, streptomycin is thought to be more vestibulotoxic
than gentamicin, which is more toxic than tobramycin (90). From the perspective
of ear drops, the use of neomycin/polymyxin B is well documented for its safe
usage for the short-term treatment of otorrhea (94–96), although the safety profile
of the long-term use remains elusive. In contrast, gentamicin ear drops are
documented to be ototoxic when it is used for the treatment of Meniere’s diseases
(97–99). Interestingly, there are many attempts reported to protect patients on
aminoglycosides from its ototoxicity; administration of free-radical scavengers,
iron chelators, caspase inhibitors may reduce intensity or incidence of ototoxicity
(100–102). However, these protective agents should be proven for their efficacy
and safety in a well-controlled human study before their clinical usage.

Besides these protective agents, the application of pharmacodynamic princi-
ples may be another method to reduce ototoxicity of aminoglycosides. Although
serum concentration data may be useful to ensure an adequate pharmacodynamic
profile, these data cannot accurately predict the development of ototoxicity. Recent
data have suggested that toxicity is related to drug accumulation within the ear,
not peak concentrations, and have supported the concept of saturable transport and
reinforced the belief that higher peak concentrations should not result in increased
ototoxicity (103). For these reasons, the once-daily administration techniques may
minimize drug accumulation and therefore drug-related toxicity (104,105).

While nephrotoxicity has been reported in more than half of patients receiv-
ing aminoglycoside therapy, the broad range of definitions and the poor risk
factor assessment of the affected patient population often make the true incidence
difficult, if not impossible to determine. While considered by many to be a
noteworthy event, toxicity is generally mild and reversible as few patients have
progressive toxicity severe enough to warrant dialysis (106). At present it is
thought that this toxicity is due to aminoglycoside accumulation in the lysosomes
of the renal proximal tubule cells. which results in necrosis of the tubular cells and
the clinical presentation of acute tubular necrosis manifested by nonoliguric renal
failure within a week (107).

Several investigators have reported that advanced age, preexisting renal
dysfunction, hypovolemia, shock, liver dysfunction, obesity, duration of therapy,
use of concurrent nephrotoxic agents, and elevated peak/trough aminoglycoside
concentrations are risk factors for development of nephrotoxicity (108–111). Addi-
tionally in the last study, multiple logistic regression analysis also revealed that
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trough concentration, duration of therapy, advanced age, leukemia, male gender,
decreased albumin, ascites, and concurrent clindamycin, vancomycin, or piperacil-
lin were independent risk factors for nephrotoxicity (111). Similar risk factors were
identified in patients receiving once-daily aminoglycosides (112).

There are many methods reported to reduce nephrotoxicity of aminoglyco-
sides, but they may be, by and large, categorized into three main methods. The
first method is to modify cellular structures, which has been shown to statistically
reduce nephrotoxicity in animal models (78,107). Secondly, protective agents may
ameliorate nephrotoxicity. They include antioxidants (i.e., desferrioxamine, methi-
mazole, vitamin E, vitamin C, or selenium), certain antibiotics (i.e., ceftriaxone or
fleroxacin), and alternative agents (i.e., melatonin, Rhazya stricta, Ginkgo biloba,
Garlic, Nigella sativa oil, and glycyrrhizin) (113–116). Similar to protective agents
against ototoxicity, these agents are only tested in animal models, and thus they
should be proven to be effective and safe in well-controlled human trials before
their clinical application. Finally, dosing methods to enhance principles of pharma-
cokinetics and pharmacodynamics may be adopted. Similar to that previously
described in discussion of ototoxicity, a saturable aminoglycoside transport system
has been used to describe the uptake of drug in the kidney. Therefore, less
frequent single-daily dose administration may minimize accumulation and
nephrotoxicity (21,117). In this regard, once-daily regimens have been reported to
reduce the incidence of nephrotoxicity (88,105,118).

Recently, modeling approaches to reduce toxicity using pharmacodynamic
principles have been performed (119–121). These modeling approaches allow
researchers to consider multivariables such as times of day of administrations,
nonlinear accumulation process, and inter and intraindividual variabilities as well
as administration methods. In a recent study, Rougier et al. took into consideration
for nonlinear processes such as the amount of aminoglycosides taken up in the
renal cortex or the tubuloglomerular feedback. This study demonstrated that
nephrotoxicity associated with a thrice-daily administration occurs more rapidly,
with greater intensity and for a longer duration, as compared to once-daily
aminoglycosides (121).

In summary, application of pharmacodynamic principles such as implement-
ing once-daily aminoglycosides may ameliorate toxicity of aminoglycosides. How-
ever, further explanations on the correlated relationship of systemic serum
concentrations and local cellular concentrations, and well-accepted description of
toxicodynamic surrogate markers reflecting cellular concentrations remained to be
delineated.

CLINICAL USAGE AND APPLICATION OF PHARMACODYNAMICS

The parenteral aminoglycosides, particularly gentamicin, tobramycin, and amika-
cin, have long been used empirically for treatment of the febrile neutropenic
patient or of patients with serious nosocomial infection. While aminoglycoside
utilization has generally been declining due to the introduction of parenteral
fluoroquinolones, emergence of fluoroquinolone-resistant P. aeruginosa will likely
result in resurgence in clinical use of the aminoglycosides. To this point it is also
apparent that the antipseudomonal b-lactams should not be given alone to treat
systemic pseudomonal infections since this organism often develops resistance
under therapy, thus the aminoglycosides plan an important role in the combina-
tion therapy for gram-negative infections.
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As discussed earlier, the aminoglycosides are also commonly utilized with a
cell wall active agent for synergistic purposes for gram-positive infections. In this
situation, gentamicin is frequently administered to provide synergy in the treat-
ment of serious infections due to Staphylococci, Enterococci, and V. streptococci.

In the current era of aminoglycoside utilization, two predominate intrave-
nous administration techniques are employed in clinical practice. The older of the
two approaches is the administration of multiple doses usually 1.7 to 2 mg/kg
every eight hours for gentamicin and tobramycin, while amikacin was frequently
dosed using regimens of 5 mg/kg every eight hours or 7.5 mg/kg every 12 hours
(Fig. 3).

Using this technique, maintenance of concentrations within the therapeutic
range for patient with alterations in elimination or volume of distribution was
achieved with the use of a nomogram or by individualized pharmacokinetic
dosing methods based on the patient-specific aminoglycoside disposition. Of the
nomogram-based methods, the scheme of Sarubbi and Hull appears to have
gained the widest acceptance (122). By this method, a loading dose of gentamicin
or tobramycin of 1 to 2 mg/kg and of amikacin 5 to 7.5 mg/kg based on ideal
body weight was given to adults with renal impairment. After the loading dose,
subsequent dose were selected as a percentage of the chosen loading dose
according to the desired dosing interval and the estimated creatinine clearance of
the patient (Table 1).

Alternatively, one-half of loading dose may be given at intervals equal to
that of the estimated half-life. While the nomogram approach was utilized
frequently, the preferred method of dosage adjustment is to individualize the

24201612840
0

2

4

6

8

10

12

14

16

18

20

Once-daily Regimen

Conventional Regimen

Time (Hours)

C
o

n
ce

n
tr

a
tio

n
 (

μ
g

/m
l)

FIGURE 3 Concentration–time profile comparison of conventional q8h intermittent dosing versus
the once-daily administration technique.

Aminoglycosides 161



regimen using the standard pharmacokinetic dosing principles when aminoglyco-
side concentrations are available (123,124).

The second method has been referred to as the once-daily, single-daily, or
the extended interval dosing method (Fig. 3). While the potential benefits of this
second method were not well described until the early portion of the 1990s, this
administration technique has now become the standard of practice in the United
States as three of every four hospitals survey in 1998 utilized this administration
technique (125,126).

For this reason and the wide availability of tertiary text references concern-
ing the dosing of aminoglycosides using the more frequent intermittent approach,
the remainder of this section will focus on the once-daily dosing methodology.

When considering the pharmacodynamic profile of aminoglycosides as
described earlier in this chapter, four distinct advantages of using extended dosing
intervals are readily apparent (87). As stated previously, giving aminoglycosides as
a single daily dose, as opposed to conventional strategies, provides the opportunity
to maximize the peak concentration/MIC ratio and the resultant bactericidal
activity (Fig. 3). Second, this administration technique should minimize drug
accumulation within the inner ear and kidney and therefore minimize the potential
for toxic effects to these organs. Third, the PAE may also allow for longer periods
of bacterial suppression during the dosing interval. Lastly, this aminoglycoside
dosing approach may prevent the development of bacterial resistance.

Once-daily aminoglycoside therapy has been evaluated in several large
clinical studies with a total study population of 100 or more patients (127–136).
When compared with multidose aminoglycoside regimens, the once-daily regimen
was shown to be as efficacious or superior to traditional dosing for the treatment
of a wide variety of infections. Toxicity evaluations showed that there were no
differences between the two dosing methods for either nephrotoxicity or ototoxi-
city. These toxicity data have been supported by other recent observations from

TABLE 1 Selection of Aminoglycoside Maintenance Dosing Using the Method of Sarubbi
and Hull

Creatinine
clearance (mL/min) Half-life (hr)

Dose
interval (8 hr)

Dose
interval (12 hr)

Dose
interval (24 hr)

90 3.1 84% – –

80 3.4 80 91% –

70 3.9 76 88 –

60 4.5 71 84 –

50 5.3 65 79 –

40 6.5 57 72 92%
30 8.4 48 63 86
25 9.9 43 57 81
20 11.9 37 50 75
17 13.6 33 46 70
15 15.1 31 42 67
12 17.9 27 37 61
10 20.4 24 34 56
7 25.9 19 28 47
5 31.5 16 23 41
2 46.8 11 16 30
0 69.3 8 11 21

Source: From Ref. 122.
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investigators in Detroit (105,118). In addition, clinical experience at our own
institution in a large patient population, which received either 7 mg/kg of genta-
micin or tobramycin, indicates a reduced potential for nephrotoxicity (88). Lastly,
several recently published meta-analyses evaluating once-daily dosing with stan-
dard dosing regimens also demonstrated that increased bacterial killing and trends
for decreased toxicity are actually borne out in clinical practice when the extended
interval dosing is used (137–145).

Studies have also been conducted in special populations such as pediatrics
(146–157) and pregnant populations (158) for determination of serum concentra-
tions, as well as comparisons for efficacy and safety between conventional admin-
istration and extended interval regimens. Considerable numbers of researches
published in many countries suggest the international acceptance of extended
interval regimens for infants and neonates including preterm and full-term babies,
although multifactors such as postnatal age, gestational age, methods of ventila-
tions, and other physiological status should be considered to decide patient-
oriented extended interval regimen. Recently, Contopoulos-Ioannidis et al. (159)
reported a meta-analysis on extended interval administration of aminoglycoside in
pediatric populations. The study showed that efficacy data measured in the
clinical failure rate, microbiologic failure rate, and combined effects favored once-
daily dosing over multidaily dosing, although statistical difference was not
achieved. Similarly, safety profiles measured for ototoxicity or nephrotoxicity tend
to be better with once-daily dosing, in spite of insignificant statistical difference.

At present, the strategy for once-daily dosing has not been consistent in the
literature as doses for gentamicin, tobramycin, and netilmicin have ranged from 3
to 7 mg/kg, whereas, the usually amikacin doses is 15 to 20 mg/kg. Dosing
regimens, which use doses of less than 6 mg/kg for gentamicin, tobramycin, and
netilmicin have arrived at this dose based on a conversion of the conventional
milligram/kilogram dose, which is then administered once-daily. At present there
appears to be four commonly advocated methods for the administration of once-
daily aminoglycosides. While each of these approaches differs somewhat with
regard to dose and/or interval, all reflect the need for dosage modification in the
patient with renal disease. As of yet, no method has been shown to be superior
over another. While concerns about the extended intervals and possible risk of
increased toxicity should be mentioned in patients with reduced drug clearance, it
should be no greater than that encountered with conventional dosing based on
our current understanding of aminoglycoside-induced toxicity.

The first method of once-daily dosage determination has been proposed and
implemented based on the pharmacokinetic and pharmacodynamic profile of these
agents. This method, which was developed at our institution, intends to optimize
the peak/MIC ratio in the majority of clinical situations by administering a dose of
7 mg/kg of either gentamicin or tobramycin (88). Similar to that of conventional
regimens, once-daily protocols also require modification for patients with renal
dysfunction in order to minimize drug accumulation. In the Hartford Hospital
program, this is accomplished by administering a fixed dose with dosing interval
adjustments for patients with impaired renal function (88). Due to the high peak
concentrations obtained and the drug-free period at the end of the dosing interval,
it is no longer necessary to draw standard peak and trough samples, rather a single
random blood sample is obtained between 6 and 14 hours after the start of the
aminoglycoside infusion. This serum concentration is used to determine the dosing
interval based on a nomogram for once-daily dosing (Fig. 4) (88).
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While Demczar et al. (160) have suggested that the nomogram may be
inappropriate for the monitoring of therapy based on their assessment of amino-
glycoside distribution in 11 healthy subjects, a subsequent population pharmacoki-
netic analysis using data derived from more than 300 patients receiving 7 mg/kg
of tobramycin further supports the clinical utility of the original nomogram (161).

As a result of low toxicity, the short duration of therapy, and the excellent
renal function of most patients, criteria have been developed to withhold the
initial random concentration (which is obtained after the first or second dose) in
patients: (i) receiving 24 hour dosing, (ii) without concurrently administered
nephrotoxic agents (e.g., amphotericin, cyclosporine, and vancomycin), (iii) with-
out exposure to contrast media, (iv) not quadriplegic nor amputee, (v) not in the
intensive care unit, and (vi) less than 60 years of age (88). Even though the initial
random concentration may be withheld in eligible patients, monitoring of the
serum creatinine should continue to occur at two- to three-day intervals through-
out the course of therapy. For patients who continue on the once-daily regimen for
five days or more, a random concentration is obtained on the fifth day and weekly
thereafter. Even though an initial random concentration may no longer be neces-
sary in many patients, for those experiencing rapidly changing creatinine clear-
ances or those in whom the creatinine clearance is significantly reduced (i.e.,
�30 mL/min) it may be necessary to obtain several samples to adequately
structure the administration schedule to maximize efficacy and minimize toxicity.
The 7 mg/kg dosage regimen has also been advocated by other investigators to
rapidly obtain sufficient aminoglycoside exposures (45,162).

The second method proposed by Gilbert and coworker utilizes a 5 mg/kg
gentamicin or tobramycin dose in patients without renal dysfunction (87,163). If
dosage adjustment is required to compensate for diminished renal function, the
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dose and/or dosing interval may be modified to optimize therapy and minimize
drug accumulation (Table 2).

A similar scheme for dosage modification has also been advocated by Prins
et al. (164) for patients with renal dysfunction. Lastly, Begg et al. (165) have
suggested two methods to optimize once-daily dosing. The first suggested for
patients with normal renal function uses a graphical approach with target AUC
values. The second method for patients with renal dysfunction uses two aminogly-
coside serum concentrations and a target AUC value based on the 24-hour AUC
that would result with multiple-dose regimens for dosage modifications.

While all the above noted once-daily methodologies have used fixed doses,
subsequent dosage adjustments may be guided by individualized pharmacokinetic
methods similar to that used for conventional multiple dose approach. On the
other hand, while the individualization of therapy can be accomplished, no data
are available to support that these manipulations will improve outcomes or
minimize toxicity further than the fixed dose methodologies.

At the time of once-daily implementation, the methodology was introduced
into clinical practice to further optimize the clinical outcomes of patients receiving
these agents for serious infections. However, in addition to meeting this goal and
reducing the incidence of drug-induced adverse events, this approach has also
substantially reduced expenditures associated with the initiation of aminoglyco-
side therapy as compared to traditional dosing techniques (166–168).

APPLICATION OF PHARMACODYNAMICS AND DIRECT DELIVERY
TO LOCAL SITES

To optimize efficacy, agents should arrive and remain at the site of infection for
adequate duration of time to disrupt the life cycle of the target pathogens.

TABLE 2 Suggested Once-Daily Dosage Requirements for Patients with Altered Renal Function

Aminoglycoside Creatinine clearance (mL/min) Dosage interval (hr) Dose (mg/kg)

Gentamicin/tobramycin >80 24 5.0
70 24 4.0

60 24 4.0

50 24 3.5

40 24 2.5

30 24 2.5

20 48 4.0

10 48 3.0

Hemodialysisa 48 2.0

Amikacin >80 24 15
70 24 12

50 24 7.5

30 24 4.0

20 48 7.5

10 48 4.0

Hemodialysisa 48 5.0

aAdminister posthemodialysis.
Source: From Ref. 163.
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Adoption of contemporary pharmacodynamic principles described above suggests
that higher concentrations, especially peak concentration, at target sites should be
correlated with improved efficacy because the adequate pharmacodynamic surro-
gate marker is the Cmax/MIC (169,170).

However, due in part to hydrophilicity of aminoglycosides, aminoglycosides
may not achieve adequate or consistent local concentrations in certain sites such as
bronchial fluids or bones and connective tissues. Therefore, a method of direct
delivery to local sites may enhance concentrations at infection sites and potentially
reduce systemic toxicity such as nephrotoxicity or ototoxicity. Utilization of
aerolized tobramycin is the most prominent example to enhance efficient delivery
to the intended site via direct local administration (171,172).

Clinicians used to utilize injectable solutions of tobramycin for this purpose.
However, quite recently, tobramycin solution for inhalation (TOBI�) has launched
on the market. Since types of compressors and/or nebulizers significantly affect its
delivery and therefore pharmacokinetic profile, the manufacturer of TOBI suggests
to administer with the reusable hand-held PARI LC PLUS� nebulizer and the
DeVilbiss Pulmo-Aide� compressor (173–176). Pharmacokinetic studies of TOBI
(300 mg bid) demonstrated significantly higher drug concentrations in the respira-
tory tract such as lung epithelial lining fluid concentrations or sputum concentra-
tions, in spite of wide variation. As expected from its pharmacodynamics, TOBI
significantly improved lung function such as forced expiratory (FEV1) volume per
second, and reduced sputum bacterial density, hospitalization, or intravenous
antibacterial treatment in randomized, double-blind, placebo-controlled studies
performed in cystic fibrosis patients (177,178). Recipients demonstrated fewer
systemic toxicities such as ototoxicity and nephrotoxicity after administration of
TOBI, although it may cause local toxicities such as bronchospasms. In addition to
its proven efficacy for cystic fibrosis patients, TOBI treatment significantly reduced
bacterial loads in patients with bronchiectasis and P. aeruginosa (179). Another
investigational inhaled tobramycin formulation, PulmoSphere formulation (PStob),
by a passive dry powder completed a pharmacokinetics study in healthy human
volunteers (180). It produced seven times higher whole-lung deposition and two
times higher serum concentrations, as compared with TOBI. Although serum
concentrations of PStob were higher than those of TOBI, they were low enough to
avoid systemic toxicity. However, its efficacy and safety in patients should be
tested before clinical application.

Besides aerosolized aminoglycosides, unique investigational products such
as gentamicin-Eudragit microspheres (intended for intraocular formulation) (181),
tobramycin- or gentamicin-bone cement (intended to prevent infection associated
with prostheses) (182,183), and amikacin-treated fibrin glue (intended to prevent
local graft infection) (184) have been invented. Although their efficacy and safety
should be investigated before clinical utilization, efforts to invent and investigate
novel products to enhance drug concentrations at the sites of infections should be
valued to enhance clinical utilization of aminoglycosides by optimizing pharmaco-
dynamics of aminoglycosides.

SUMMARY

The pharmacodynamic profile of aminoglycosides is maximized when high-dose,
extended interval aminoglycoside therapy is employed. The use of this aminogly-
coside administration technique has considerable in vitro and in vivo scientific
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support, which justifies its wide scale use within this country. The implementation
of such programs should maximize the probability of clinical cure, minimize
toxicity, and may help to avoid the development of resistance. Although such
dosing is not appropriate for all patients, this strategy appears to be useful in the
majority of patients requiring aminoglycoside therapy and can be successfully
employed as a hospital-wide program.
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INTRODUCTION

Pharmacokinetics-pharmacodynamics (PK-PD) describes the science that relates
drug concentration to an agent‘s pharmacological or toxicological effects. For
antimicrobial agents, PK-PD describes not only the time-course of antimicrobial
effect on microorganisms, but also the time-course of drug effect on patient signs
and symptoms of infection. Over the past 25 years, animal and in vitro infection
models have served to further our understanding of the PK-PD of antimicrobial
agents. Over the last 15 years, clinical data have emerged and have demonstrated
that the magnitude of the PK-PD measures associated with efficacy in animal and
in vitro infection models is remarkably concordant with those required for efficacy
in humans (1).

In this chapter, we concentrate on PK-PD first principles, as they apply to
quinolones. The information provided herein should be of value to the practicing
clinician, clinical pharmacologist, drug developer, and student.

FIRST PRINCIPLES OF ANTIMICROBIAL THERAPEUTICS
PK-PD Measures
The most common PK-PD measures that have been correlated with efficacy of
antimicrobial agents are (i) duration of time that drug concentration exceeds the
minimum inhibitory concentration (MIC) of the agent against the pathogen (T >
MIC), (ii) ratio of the maximal drug concentration of the agent to the MIC of the
agent against the pathogen (Cmax:MIC ratio), and (iii) ratio of the area under the
concentration–time curve (AUC) at 24 hours of the agent to the MIC of the agent
against the pathogen (AUC24:MIC ratio) (2,3).

The PK-PD profile of most classes of antibacterial agents, including the
quinolones, has been well characterized. Quinolones are classified as concentra-
tion-dependent” killing antibacterial agents, as they eradicate bacteria most
rapidly when their concentrations are significantly above the MIC of the targeted
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microorganism. Additionally, quinolones display a moderate-to-prolonged persis-
tent killing effect (2,3).

The free-drug (f) AUC:MIC ratio is the PK-PD measure that generally has
correlated most strongly with efficacy in animal and in vitro infection models and
in patients with a variety of infection types (4–9). The fCmax:MIC ratio is also
important, especially relating to the suppression of drug-resistant subpopulations
of bacteria (10,11).

QUINOLONE PK-PD AGAINST STREPTOCOCCI AND STAPHYLOCOCCI
Dynamic In Vitro Infection Models
There have been a variety of dynamic in vitro PK-PD infection models described.
However, they all attempt to simulate the drug's human concentration–time
profile in the presence of bacteria. Numerous in vitro PK-PD infection models
have evaluated various quinolones against Streptococcus pneumoniae, and there has
been remarkable concordance across quinolones (ciprofloxacin, garenoxacin, gati-
floxacin, levofloxacin, moxifloxacin, and sparfloxacin) (12–15). For instance, the
hollow-fiber infection model was used by Lister to determine the gatifloxacin
fAUC24:MIC ratio needed to eradicate S. pneumoniae (15). Log-phase cultures [5 ·
107 colony-forming units (CFU)/mL] of pneumococci were exposed to clinically
relevant gatifloxacin exposure (similar to that observed in humans). MIC values
for the four pneumococcal strains evaluated ranged from 0.4 to 1 mg/L and
fAUC24:MIC ratios ranged from 9 to 48. While maintaining a fCmax of two- to
three-fold the MIC value, the fAUC24:MIC ratios were varied by altering gatiflox-
acin elimination from the model. Bacterial density was measured over a period of
30 hours. Regardless of MIC value, fAUC24:MIC ratios 30 were associated with
eradication of S. pneumoniae from the model; exposures with low fAUC24:MIC
ratios (i.e., fAUC24:MIC ratios of 10–22) failed to eradicate S. pneumoniae from the
model and in some instances regrowth occurred, with viable counts increased to
that of drug-free controls by the end of the experiment (Fig. 1).

PK-PD Animal Infection Models
The murine-thigh infection model, which was initially developed by Dr. Harry
Eagle and later refined by Craig, is perhaps the most commonly used infection
model (2,3,16–19). Typically, two endpoints for efficacy are used: survival after
four days of therapy and the change in bacterial density after 24 hours of therapy.
The murine-thigh infection models have been used extensively to investigate the
magnitude of the fAUC24:MIC ratio needed for quinolones to eradicate gram-
positive microorganisms, such as S. pneumoniae and Staphylococcus aureus (2,3).

Classically, mice are infected with 105 to 106 CFU per thigh muscle of the
strain of interest. Subsequently, mice receive one to six or seven dosing regimens
of the quinolone being studied. If the endpoint for efficacy is the change in
bacterial density at 24 hours, thigh muscles are aseptically removed and CFU/
thigh is determined using a standard plating technique. Efficacy is then calculated
by subtracting the log10 CFU/thigh of each treated mouse at the end of therapy
(24 hours) from the mean log10 CFU/thigh of control mice just prior to treatment
(0 hour). If one uses mortality as the endpoint, efficacy is calculated by counting
the number of mice that survive after four days of therapy for each exposure level.

In Figure 2, the relationship between the fAUC24:MIC ratio and animal
survival for non-neutropenic mice infected with S. pneumoniae that were treated
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for four days with ciprofloxacin, gatifloxacin, gemifloxacin, levofloxacin, moxiflox-
acin, or sitafloxacin is illustrated.

When the fAUC24:MIC ratio was greater than approximately 25 to 34,
regardless of the quinolone studied, survival was greater than 90% (20). Similarly,
when one examines data derived from non-neutropenic mice and change in log10
CFU/thigh, fAUC24:MIC ratios of 25 to 34 are associated with a 99% reduction in
bacterial burden (20).

The magnitude of the fAUC24:MIC ratio required for efficacy against
S. aureus is greater compared with that of S. pneumoniae. fAUC24:MIC ratios
greater than 60 to 80 are generally associated with 90% animal survival when
mortality is used as the efficacy endpoint and a 90% reduction in bacterial density
when the net change in CFU is used as the efficacy endpoint in immunocompro-
mised animals.
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FIGURE 1 Time-kill pharmacokinetics-pharmacody-
namics of gatifloxacin against S. pneumoniae in a
hollow fiber model of infection. The numbers at the
right side of each line represent the fAUC24:MIC ratio
for each experiment. fAUC24:MIC ratios 30 or greater
resulted in the elimination of S. pneumoniae from the
model, while low ratios, ranging from 10 to 22, did not
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fAUC24:MIC ratio for six quinolones
(ciprofloxacin, gatifloxacin, gemifloxacin,
levofloxacin, moxifloxacin, and sita-
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Human PK-PD Data
In no other therapeutic area are there more clinical PK-PD data than that of the
community-acquired respiratory tract (6–8). This should not be surprising, as these
clinical indications comprise the most profitable market sector for antimicrobial
agents. Given that S. pneumoniae is the most common pathogen associated with
community-acquired respiratory tract infections, most analyses have focused on
this organism.

There have been multiple analyses evaluating the relationship between the
fAUC24:MIC ratio and outcome for different quinolone agents involving patients
with community-acquired pneumonia, acute maxillary sinusitis, or acute bacterial
exacerbation of chronic bronchitis (6–8).

In one such study, Ambrose et al. evaluated the relationship between the
fAUC24:MIC ratio of gatifloxacin and levofloxacin against S. pneumoniae and
microbiological response of patients enrolled in either of two Phase III, double-
blinded, randomized studies (8). The analyses demonstrated that for quinolones,
fAUC24:MIC ratios of at least 33.7 correlated with the eradication of S. pneumoniae.
fAUC24:MIC ratios greater than 33.7 were associated with 100% of patients having
a positive microbiological response to therapy, while those patients with fAUC24:
MIC ratios less than 33.7 had only a 64% response to therapy.

In Figure 3, the relationship between microbiological response and fAUC24:
MIC ratio in 121 patients with respiratory tract infections (pneumonia, acute
bacterial exacerbation of chronic bronchitis, acute bacterial maxillary sinusitis)
treated with various quinolones is shown (1). Patients in whom fAUC24:MIC ratios
of 34 or greater were attained had the highest probability (92.6% of a positive
response to therapy), while those with low ratios had only a 66.7% probability of
a favorable response (odds ratio = 6.3, P = 0.01). These data are very concordant
with the data derived from the aforementioned in vitro and animal infection
models involving quinolones and pneumococci.

QUINOLONE PK-PD AGAINST GRAM-NEGATIVE BACILLI
Dynamic In Vitro Infection Models
In vitro PK-PD infection models that have evaluated various quinolones against
gram-negative bacilli are fewer when compared with that of gram-positive
pathogens. One such study evaluated gatifloxacin against Salmonella typhi, the
organism responsible for typhoid fever (also known as enteric fever) (9). Log-
phase cultures (5 · 107 CFU/mL) of S. typhi were exposed to clinically relevant
gatifloxacin exposure (similar to that observed in humans). Two strains were
studied, one gatifloxacin-susceptible (MIC = 0.5 mg/L) and one -resistant (MIC =
5 mg/L). The gatifloxacin-susceptible strain had a GyrA mutation (Asp87!Asn),
while the resistant strain had two GryA (Ser83!Try, Asp87! Ile) and two ParC
(Thr57! Ser, Ser80! Ile) mutations. Bacterial density was measured over a
period of 24 hours. The fAUC24:MIC (r2 = 0.96) and fCmax:MIC (r2 = 0.93) ratios
were more predictive of bacterial killing than was %fT > MIC (r2 = 0.68). The
fAUC24:MIC ratio associated with 90% Emax was 105. Perhaps the most important
observation was that the fAUC24:MIC ratio required for a given level of bacter-
icidal activity did not differ by MIC value (Fig. 4). For instance, the fAUC24:MIC
ratio necessary 90% Emax was the same for the gatifloxacin-susceptible and
-resistant strain despite difference in MIC value and the numbers of target site
mutations.
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PK-PD Animal Infection Models
The first study evaluating the PK-PD of quinolones against gram-negative bacilli
was published in 1991. In neutropenic mouse-thigh and -lung infection models
involving either Pseudomonas aeruginosa or Klebsiella pneumoniae, Leggett et al.
demonstrated that the AUC24:MIC ratio was the PK-PD measure most associated
with bacterial killing (21). In Figure 5, the relationship between the AUC24:MIC
ratio for various quinolones and mortality in immunocompromised animals
infected with gram-negative bacilli is shown (as well as few gram-positive cocci).

When the AUC24:MIC ratio is greater than approximately 100, survival is
greater than 90% (3). When efficacy is measured as the change in bacterial density
(Log10 CFU) after 24 hours of therapy, rather than survival, AUC24:MIC ratios of
approximately 50 are associated with a net bacteriostatic effect (i.e., no net change
in Log10 CFU) and ratios of 100 are generally associated with two Log-unit
reduction (i.e., 99% reduction in bacterial density).

Human PK-PD Data
Forrest et al. published some of the first data to correlate PK-PD measures and
response in humans (5). Ciprofloxacin was studied in critically ill patients with
pneumonia involving predominantly gram-negative bacilli. The analyses demon-
strated that AUC24:MIC ratio was predictive of clinical and microbiological
response (P< 0.003). As illustrated in Figure 6, a high probability of therapeutic
response was observed when ciprofloxacin total-drug AUC24:MIC ratios of 125 or
greater against gram-negative bacilli were attained. As ciprofloxacin is approxi-
mately 40% bound to serum proteins, this value corresponds to a fAUC24:MIC
ratio of about 75.
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FIGURE 5 Relationship between the AUC24:MIC ratio for quinolones and mortality in immuno-
compromised animals infected with gram-negative bacilli and a few gram-positive cocci. When the
AUC24:MIC ratio is greater than approximately 100, survival is greater than 90%. Abbreviations:
AUC, area under the concentration–time curve; MIC, minimum inhibitory concentration. Source:
From Ref. 3.
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In a similar analysis, involving different investigators, in patients with
hospital-acquired pneumonia treated with levofloxacin, AUC24:MIC ratio was also
found to be predictive of response (22). Total-drug AUC24:MIC ratios of greater
than or equal to 87 correlated with the eradication of gram-negative bacilli (P =
0.01). Given that levofloxacin is approximately 29% bound to serum proteins, this
value corresponds to a fAUC24:MIC ratio of approximately 62. fAUC24:MIC ratios
greater than or equal to 62 were associated with 90% patients having a positive
microbiological response to therapy, while those patients with fAUC24:MIC ratios
below 62 were associated with a 43% response to therapy.

PK-PD AND RESISTANCE COUNTER SELECTION

PK-PD and antimicrobial resistance represents a relative new and exciting area of
research. Given that the era of multidrug resistance is upon us, perhaps there is no
clinically more important area of research. There have been two main thrusts in
this area: the dynamic in vitro PK-PD infection model and static in vitro experi-
ments based upon the mutant selection window hypothesis.

Mutant Selection Window Hypothesis
The mutant selection window hypothesis was first put forth by Drlica and
coworkers (23), a variant of which was studied clinically first by Kastner and
Guggenbichler (24). Drlica and coworkers put forth the hypothesis that there was
a mutant prevention concentration, which is defined as the drug concentration
that prevents the amplification of single-step drug-resistant mutant (23). These
static in vitro experiments are conducted on agar plates, rather than in a dynamic
in vitro or in vivo system. Despite this limitation, this metric has been useful
in providing a tool for comparing drug regimens. For instance, the mutant
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prevention concentration was identified for five quinolones, moxifloxacin, trova-
floxacin, gatifloxacin, grepafloxacin, and levofloxacin, against clinical isolates of
S. pneumoniae (25). The authors reported that moxifloxacin and gatifloxacin were
the most potent in this assay, while levofloxacin was the least potent (Fig. 7).

There are, however, a number of important limitations to the interpretation
derived from mutant prevention window experiments. First, it is critical to note
that any differences in protein binding between agents should be accounted for
when comparing the mutant prevention concentration with the concentration time
profile of agents in humans. Failure to do this may lead to a misleading com-
parison of drug regimens. Second, this metric may overestimate the dose regimen
required to prevent resistance, as it has been suggested by some to require 100%
time above the mutant prevention concentration. This, in essence, creates a time
above threshold metric, rather than an AUC metric, for a concentration-dependent
killing agent. As bacterial killing with quinolones is related to AUC24:MIC ratio
(oftentimes drug concentrations remain below the MIC for a significant fraction of
the dosing interval), this requirement is not consistent with first principles and can
result in a recommendation of falsely high and potentially toxic drug regimens.
Finally, given that mutation prevention concentrations are derived in vitro, the
impact of host immune function cannot be evaluated. This final limitation is
shared with dynamic in vitro PK-PD infection models, which are discussed in the
following section.

Dynamic Infection Models
The hollow-fiber and the murine infection models have also been used to evaluate
the relationship between quinolone exposure, as measured by the 24 hour fAUC24:
MIC ratio, and the suppression of preexistent resistant subpopulations of bacteria
(26–29). Levofloxacin against P. aeruginosa in a mouse-thigh infection model was
evaluated by Jumbe et al. (29). In this study, the magnitude of the PK-PD measure
predictive of resistance suppression was determined in initial experiments and
then validated in a second series of experiments. For levofloxacin and P. aerugi-
nosa, a fAUC24:MIC ratio greater than 110 was associated with the prevention of
amplification of preexisting mutant subpopulations of bacteria (29). Similarly, for
garenoxacin against K. pneumoniae, fAUC24:MIC ratios of 88.3 or greater were
necessary to kill the susceptible population and prevent regrowth of the resistant
subpopulations in a hollow-fiber infection model (27).

A critical factor on resistance suppression is bacterial load at the infection
site. The impact of bacterial load on the fAUC24:MIC ratio needed to suppress the
emergence of resistant subpopulations was evaluated by Fazili et al. The authors
demonstrated that for a pneumococcal strain with dual resistance mechanisms
(a ParC and efflux pump mutant), there was a 2.5-fold difference between 106 and
108 CFU/mL for fAUC24:MIC ratio needed (200 vs. 500) to suppress the emergence
of resistant subpopulations (28).

These data demonstrate that it is possible to identify drug exposures that
suppress the emergence of resistant subpopulations, that resistance suppression
targets differ by genus and species, that resistance suppression targets are often of
greater magnitude compared with those associated with optimal outcomes in
traditional nonclinical infection models or those associated with positive outcomes
in infected patients, and, finally, that the bacterial load at the primary infection
site can make a difference in the drug exposure needed to prevent resistance
selection.
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Human PK-PD Data
Clinical PK-PD studies evaluating the relationship between drug exposure and
resistance are very few. Thomas et al. evaluated data from four clinical trials of
acutely ill patients with hospital-acquired respiratory tract infections (30). PK-PD
measures for five antimicrobial regimens and microbiological results for serial
tracheal aspirates were examined across and by organism. Total-drug AUC24:MIC
ratios below 100 were associated with an 82.4% likelihood of emergence of
resistance while ratios above 100 were only associated with a 9.3% emergence of
resistance. Given that the greatest frequency of selected resistance was observed
for Pseudomonas spp. treated with ciprofloxacin and that ratios exceeding 100 did
not reduce the risk of emergence of resistance among patients with b-lactamase-
producing gram-negative bacilli treated with b-lactam monotherapy, the reported
PK-PD breakpoint was likely more reflective of that for ciprofloxacin for Pseudo-
monas spp. More data from clinical trials looking at such relationships by organ-
ism and drug are needed to further elucidate this question and confirm in vitro
findings. While this analysis represented a step forward in the paradigm of using
microbiological endpoints for evaluating the time-course of antimicrobial effect
(i.e., by evaluating a serial microbiological endpoint which is more sensitive than
dichotomous endpoints, like “success” and “failure” at test-of-cure), there were
certain important limitations including the retrospective nature of the review and
the controversy surrounding the relative value of tracheal aspirate specimens.

SUMMARY

An understanding of PK-PD concepts forms the basis for the rational use of
antimicrobial agents. For quinolones against various bacterial genera, there has
been good concordance among findings from in vitro infection models and animal
infection models and data from well-controlled clinical trials. However, there
remains much work to do, especially with regard to resistance prevention, where
the mutation prevention concentration data and that from dynamic infection
models are playing a critical role.
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INTRODUCTION

Pharmacodynamics represents a blending of pharmacokinetic parameters with a
measure of bacterial susceptibility, the minimum inhibitory concentration (MIC).
Thus, the pharmacokinetic parameters of the antibiotic must be adequately
defined prior to exploring the drug’s pharmacodynamic properties. This has not
been an easy task for vancomycin because the drug has undergone several
different formulation changes to remove impurities.

Measuring vancomycin concentrations by any other method than microbio-
logical assay was not possible until the late 1970s when a radioimmunoassay was
introduced. Microbiologic assays were technically challenging, accurate at best to
�10% (1) and often could not be performed if patients were receiving other
antibiotics.

Pharmacokinetically, vancomycin has been characterized using one-, two-,
and three-compartment models, as well as noncompartmental models. As a result,
there is model-dependent variability in the reporting of vancomycin pharmacoki-
netic parameters. Therefore, identifying and quantifying clinically applicable phar-
macodynamic parameters has not been easy. Even today, there are extremely
limited in vitro, animal, and human data characterizing vancomycin’s performance
against but a few bacteria. The purpose of this review is to examine the microbiol-
ogy, pharmacology, and pharmacokinetics of vancomycin and attempt to build on
the data presently available describing the pharmacodynamics of the drug.

History of Compound
The only commercially available glycopeptide antibiotic in the United States,
vancomycin, was first introduced in 1956, with widespread clinical use by 1958
(2). Originally, the drug was isolated from the actinomycete Streptomyces orientalis;
however, the structure and molecular weight were not identified until 1978. The
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compound consists of a seven-membered peptide chain and two chlorinated b-
hydroxytyrosine moieties with a molecular weight of 1449 (2). Clinical use of the
drug was highly prevalent in the late 1950s due to the emergence of penicillinase-
producing strains of staphylococcus, which, however, soon lost favor with the
introduction of methicillin. Impurities in early vancomycin formulations led to an
unacceptable incidence of infusion-related reactions. Subsequently, for 20 years,
vancomycin was exclusively used for the treatment of serious staphylococcal
infections in patients with severe penicillin allergies. The current Eli Lilly formula-
tion, marketed in 1986, is estimated to be 93% pure factor B (vancomycin) and is
the result of several production changes and improved separation techniques (2).
With the enhancement in purity and the heightened frequency of methicillin-
resistant (MR) staphylococcus and ampicillin-resistant enterococcus, clinical use of
vancomycin has significantly increased. Unfortunately, resistance to vancomycin is
emerging and it is a clinical concern. The first vancomycin-resistant enterococci
(VRE) were reported in 1988 and have quickly become endemic in intensive care
units (3,4). The first case of vancomycin-intermediate Staphylococcus aureus (VISA)
was identified in 1996, and in 2002, vancomycin-resistant S. aureus (VRSA) became
a reality (5,6).

Antimicrobial Spectrum
Vancomycin is primarily effective against gram-positive cocci, including staphylo-
coccus, streptococcus, and enterococcus, and is considered to be bactericidal [mini-
mum bacterial concentration (MBC)/minimum inhibitory concentration (MIC)< 4]
against most gram-positive pathogens with the exception of S. aureus, enterococci,
limited numbers of tolerant (MBC/MIC> 32) Streptococcus pneumoniae, and tolerant
staphylococci. The Clinical Laboratory Standards Institute (CLSI) has MIC standards
of susceptibility for vancomycin against staphylococci and enterococci (7). Sensitive
strains of coagulase-negative staphylococci and enterococci have MICs of � 4 mg/
L; MICs for intermediate isolates are 8 to 16 mg/L, and resistance is determined
by an MIC � 32 mg/L. S. aureus and Staphylococcus epidermidis, including both
methicillin-susceptible and -resistant strains, are usually sensitive with MIC90s of
� 2 mg/L (8). All strains of Streptococcus are sensitive to vancomycin, regardless of
penicillin susceptibility, with MIC90s < 1 mg/L (7). A 1999 report, however, claims
approximately 2% of S. pneumoniae isolates have developed tolerance to vancomycin
(9). Enterococcus faecalis are typically susceptible to vancomycin with MIC50s of
�1 mg/L while Enterococcus faecium are generally nonsusceptible with MIC50s of
�16 mg/L (8). Vancomycin is also effective against other Streptococcus spp., Listeria
monocytogenes, Bacillus spp., Corynebacteria, and anaerobes such as diphtheroids
and clostridium species, including Clostridium perfringens and Clostridium difficile.
Vancomycin has no activity against gram-negative organisms, atypical pathogens,
fungi, or viruses.

PHARMACOLOGY

Vancomycin has multiple mechanisms of action: preventing the synthesis and
assembly of a growing bacterial cell wall, altering the permeability of the bacterial
cytoplasmic membrane, and selectively inhibiting bacterial RNA synthesis (10).
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Vancomycin prevents polymerization of the phosphodisaccharide-pentapeptide-
lipid complex of the growing cell wall at the D-alanyl-D-alanine end of the
peptidoglycan precursor during the latter portion of biosynthesis (10,11). By
tightly binding the free carboxyl end of the cross-linking peptide, vancomycin
sterically prevents binding to the enzyme peptidoglycan synthetase. This activity
occurs at an earlier point and at a separate site from that of penicillins and
cephalosporins (11). Therefore, no cross-resistance or competition of binding sites
occurs between the classes. Vancomycin, like b-lactams, does require actively
growing bacteria in order to exert a bactericidal effect. However, vancomycin’s
bactericidal activity is restricted to gram-positive organisms because the molecule
is too large to cross the outer cell membrane of gram-negative species.

Many factors appear to impede vancomycin’s bactericidal activity: the
absence of environmental oxygen, the size of the bacterial inoculum, and the phase
of bacterial growth. The antibiotic appears to kill bacteria under aerobic condi-
tions more effectively than under anaerobic conditions (12). Because many gram-
positive pathogens, including streptococcus and staphylococcus, can grow under
aerobic and anaerobic conditions, this fact could prove problematic in clinical
situations. Vancomycin activity was reduced by 19% and 99% with increases in
inoculum size from 106 colony-forming units (CFU)/mL to 107 and 108 CFU/mL,
respectively (13,14). When vancomycin was evaluated against growing and non-
growing S. epidermidis cells, the drug was found to be effective only against
actively growing cultures (15). Finally, activity is relatively unaffected by extremes
in pH, however is maximal at pH 6.5 to 8.0 (13,14,16).

PHARMACOKINETICS

The pharmacokinetics of vancomycin are highly dependent upon the modeling
method utilized to characterize the parameters. Data can be found in the literature
that characterize vancomycin using one-, two-, three-, and noncompartmental
pharmacokinetic models that employ different serum sampling schemes and vary
in the duration of study. Consequently, the literature varies in the reporting of
vancomycin pharmacokinetic parameters.

Absorption is complete only when given intravenously. Oral absorption is
poor and intramuscular administration is painful and absorption is erratic. Vanco-
mycin is readily absorbed after intraperitoneal administration, as well (17).

The distribution of vancomycin is a complex process and is best character-
ized using a multicompartmental approach. Vancomycin has a large volume of
distribution, varying from 0.4 to 0.6 L/kg in patients with normal renal function
and up to 0.9 L/kg in patients with end-stage renal disease (16,18,19). Distribution
includes ascetic, pericardial, synovial, and pleural fluids, as well as bone and
kidney. Penetration into bile, however, is generally considered poor. Cerebral
spinal fluid concentrations are minimal unless sufficient inflammation is present,
where 10% to 15% of serum concentrations can be obtained (16,19). Approximately
10% to 50% of vancomycin is protein bound (�40–50% in healthy volunteers),
primarily to albumin, providing a relatively high free fraction of active drug
(16,20). Most patients, because of lower albumin concentrations as compared to
volunteers, will not bind vancomycin as avidly. Studies attempting to measure the
effect of other serum proteins have reported virtually no binding to the reactive
protein, a-1 glycoprotein, but have noted binding to IgA (20).
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Drug elimination is almost exclusively via glomerular filtration with 80% to
90% of the vancomycin dose appearing unchanged in the urine within 24 hours
in patients with normal renal function (16,18,19). The remainder of the dose is
eliminated via biliary and hepatic means. When taken orally, vancomycin is excreted
primarily in the feces. Vancomycin is not significantly removed by conventional
hemo- or peritoneal dialysis due to its large molecular weight (�2000); however
high-flux dialyzers can remove vancomycin and other molecules with molecular
weights <20,000 (21). Levels should be monitored in this case to assess appropriate
dosing.

The elimination of vancomycin is multicompartmental, with an a, or distribu-
tion, half-life of 0.6 to 3 hours and a b, or elimination, half-life of 4 to 8 hours with
normal renal function (18,19). Renal insufficiency can prolong the terminal half-life
up to 7 to 12 days. Due to the complexity of this biexponential decay, attempting to
utilize various modeling techniques is difficult. A one-compartment model inappro-
priately characterizes the distribution phase by forming a regression line that is a
hybrid of the a and b phases. The pharmacokinetic parameters produced are,
accordingly, mythical values that may or may not relate to the actual parameters.
The extrapolated peak concentration and the half-life can be greatly underestimated
depending upon the sampling scheme used. Generally, pairing a serum concentra-
tion obtained early in the distribution phase with a serum concentration late in the
elimination phase results in the greatest error. Because one compartment model-
ing also underestimates the area-under-the-serum-concentration-time-curve (AUC),
this error is passed along in the calculation of both distribution volume and drug
clearance.

For a concentration-independent or time-dependent antibiotic, vancomycin
has almost an ideal pharmacokinetic profile. The drug has a large volume of
distribution, low serum protein binding, a long terminal half-life, and limited drug
interactions due to modest hepatic metabolism. Thus, vancomycin can be used
effectively and conveniently to treat infections in most body sites.

GLYCOPEPTIDE RESISTANCE

Vancomycin has been in clinical use for over 40 years with only recent emergence
of resistance. The multiple modes of action of vancomycin necessitate significant
alterations in bacterial wall synthesis to occur in order for the intrinsically
susceptible organisms to develop resistance. Thus, the rarity of acquired vancomy-
cin resistance led to predictions that such resistance was unlikely to occur on any
significant scale (22,23).

The first reports of VRE, however, began to appear from Europe in the mid-
1980s (22). VRE was first identified in the United States in 1988 (3). How the
enterococci were able to develop resistance to vancomycin is unclear; however,
several hypotheses have been elucidated ranging from the overuse of antibiotics to
the incorporation of glycopeptide antibiotics into animal feed.

Enterococci are normal gut flora and the emergence of resistance has been
linked to vancomycin overuse in the treatment of C. difficile enterocolitis (23).
Additionally, the parenteral use of vancomycin has steadily increased since the late
1970s and may have played a role in the development of VRE (24). The possibility
also exists that the agricultural use of avoparcin, a related glycopeptide, may have
been important in Europe, but this drug has not been used in the United States.
Regardless, the enterococci were the first class of organisms to acquire vancomycin
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resistance, and subsequently, VRE is now problematic in both Europe and the
United States (23).

The genetic basis for glycopeptide resistance to the enterococci is complex
and is characterized by several different phenotypes. Resistance-conferring genes
encode for a group of enzymes that enable the enterococci to synthesize cell-
wall precursors generally ending in D-alanine-D-lactate or D-alanine-D-serine, rather
than the usual D-alanine-D-alanine vancomycin binding site (25,26). Affinity of
vancomycin and teicoplanin for D-alanine-D-lactate is 1000-fold less than that for
D-alanine-D-alanine (23).

The most frequently encountered resistance phenotype, vanA, consists
of high-level vancomycin resistance (MIC� 32 mg/L), which is accompanied by
high-level resistance to teicoplanin (25). The resistance found on vanA strains is
vancomycin and/or teicoplanin inducible. The genes encoding vanA resistance are
relatively easily transferred to other enterococcal species via conjugation (25,26).
Significant concern has been expressed in both lay and professional literature that
this plasmid-mediated form of resistance could be passed on not only to other
enterococci but also to gram-positive organisms such as staphylococci, which
could lead to catastrophic consequences worldwide. In June 2002, this event
materialized. The vanA gene was identified in a VRSA isolate found in a patient
with a diabetic foot ulcer infection, which also included vancomycin-resistant
E. faecalis and Klebsiella oxytoca. General agreement exists that the vanA gene
was transferred to the S. aureus from the VRE (27).

Enterococci with vanB phenotypic resistance have variable levels of vanco-
mycin resistance and are susceptible to teicoplanin. The vanB phenotype is
inducible by vancomycin but not teicoplanin, and vancomycin exposure produces
teicoplanin resistance. VanB encoding genes are more commonly chromosomal but
can be transferred by conjugation (25,28).

The vanC resistance phenotype consists of relatively low levels of vancomy-
cin resistance (MIC¼ 8–16 mg/L) and is devoid of teicoplanin resistance. VanC
resistance is chromosomally produced by encoded genes found in all strains of
Enterococcus flavescens, Enterococcus casseliflavus, and Enterococcus gallinarum. VanC
encoded genes are nontransferable (23). Perichon et al. (29) have described a
fourth phenotype, vanD, similar to vanB, but not transferable by conjugation,
found in a rare strain of E. faecium. Lastly, Fines et al. (30) identified a fifth
phenotype, vanE, similar to vanC, in a strain of E. faecalis.

Following a steady increase of VRE prevalence in the United States over the
past 15 years, over 25% of enterococci in hospital intensive care units
(participating in the National Nosocomial Infections Surveillance surveys) exhibit
vancomycin resistance (31). Similarly, rapid increases in VRE prevalence outside
the intensive care units in U.S. hospitals have also been observed (31). Eliopoulos
et al. reported that 72% of VRE isolates in the United States, from participating
centers, exhibit the vanA resistance phenotype and genotype with the remaining
28% constituted by the vanB gene (32). Of note, the isolates were not probed for
the vanC, vanD, or vanE genes.

Low-level vancomycin resistance was reported in clinical isolates of coagu-
lase-negative staphylococci in the late 1980s and early 1990s (33–35). Although
troubling, these reports were not terribly feared due to the relative lack of
virulence associated with the coagulase-negative staphylococci. In vitro studies,
however, demonstrated that both coagulase-negative staphylococci and S. aureus
isolates, when exposed to increasing levels of glycopeptides, demonstrated the
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ability to select for resistant subpopulations (36,37). Given these findings and the
spread of VRE, for which excessive use of vancomycin was identified as an
important control measure, the prudent use of vancomycin was suggested by the
Centers for Disease Control (CDC) as critical to prevent the emergence of
resistance among staphylococci (38).

In May 1996, a MR S. aureus (MRSA) clinical isolate was isolated with
reduced susceptibility to vancomycin (MIC¼ 8 mg/L) from a four-month-old boy
with a sternal surgical incision site (39,40). This isolate has been referred to as
Mu50 by the investigators who isolated the organism. By current CLSI standards,
this S. aureus clinical isolate is classified as intermediately resistant to vancomycin.
In August of 1997, the first MRSA isolates intermediately resistant to vancomycin
in the United States were reported in Michigan and New Jersey (5,41). A number
of cases have occured in the United States and worldwide. The majority of these
strains were isolated from patients who had received multiple, extended courses
of vancomycin therapy. Moreover, most of the strains appear to have developed
from MRSA strains previously infecting the patients (42).

The exact mechanism of resistance for these VISA strains remains largely
unknown. None of the VISA strains isolated to date has carried any of the van
determinants (42). Changes in the VISA cell-wall structure have been noted,
however, and may be in part responsible for the decreased sensitivity to vancomy-
cin. This is inferred from three findings: the cell wall appeared twice as thick as
the wall of control strains on electron microscopy; there was a threefold increase
in cell-wall murein precursor production as compared with vancomycin-suscepti-
ble MRSA strains; and there was a threefold increase in the production of
penicillin-binding protein (PBP)2 and PBP2’ (39,40).

Heterogeneous VISA (hVISA) appears to occur immediately prior to the
development of a uniform VISA population. The MICs for hVISA strains fall
within the susceptible range according to CLSI, but subpopulations of VISA exist
within the overall bacterial population (42). Continued exposure to vancomycin
favors the selection of the VISA cells, eventually leading to a uniform VISA
population. Although several reports demonstrate that hVISA strains may be
responsible for clinical failures with vancomycin therapy in S. aureus isolates that
appear to be vancomycin susceptible (43–46), no standard hVISA identification
criteria exist, making a correlation with clinical outcome nearly impossible (42).

As of September 2006, six VRSA isolates have been identified in the United
States (132). All of the patients had a history of VRE infection. The vanA gene was
found in all six of the VRSA isolates, suggesting transfer of this gene from the
VRE.

PHARMACODYNAMICS
Introduction to Basic Principles
Evaluations of serum peak/MIC, the AUC for 24 hours/MIC (AUC24/MIC), and
the time antibiotic concentration exceeds the MIC of the infecting organism (T >
MIC) have been employed as surrogate markers of the bactericidal effects of
antibiotics. Pharmacodynamic indices for vancomycin have been poorly character-
ized, and therefore, most dosing strategies have been based upon extrapolations
from aminoglycoside studies. By modifying aminoglycoside dosing models, speci-
fic peak and trough concentrations have been proposed with the assumption that
similar clinical outcomes will be produced—high-peak concentrations being
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essential for bacterial killing and definitive trough concentration ranges minimiz-
ing drug-related toxicity.

Based upon limited in vitro studies, T > MIC appears to most closely predict
efficacy of vancomycin, although select animal model studies have identified both
AUC/MIC and Cp-max/MIC as important. Some also debate the significance of
the latter two parameters in the era of hVISA. Because pharmacokinetic parameters
such as Cp-max and AUC are extremely sensitive to underlying model assump-
tions, the corresponding pharmacodynamic outcome parameter would be affected
as well. Nonetheless, most agree that the time the antibiotic concentration exceeds
the MIC of the offending organism and not the height of the peak above the MIC,
as in aminoglycosides, should be considered the goal of the dosing of vancomycin.
Although higher serum concentrations of vancomycin may be helpful in driving
the drug to relatively inaccessible sites of infection such as endocardial vegetation
or cerebrospinal fluid, higher concentrations are unlikely to improve the rate of
bacterial kill. Clinicians attempting to increase the dose of vancomycin for serious
but relatively accessible infections likely only expose the patient to an increased
risk of adverse reactions but unlikely change the bacterial response to the drug.

Investigations of other pharmacodynamic parameters, including postantibio-
tic effect (PAE), sub-MIC effect (SME), and postantibiotic sub-MIC effect (PA-
SME), have also been undertaken to create a more informative depiction of
vancomycin bactericidal activity than MICs allow alone. The PAE, or the contin-
ued suppression of microbial growth after limited antibiotic exposures of vanco-
mycin against gram-positive bacteria can persist for several hours depending on
the organism and initial antibiotic concentration (49,50). This effect may inhibit
regrowth when antibiotic concentrations fall below the MIC of the infecting
organism and may be important to consider when dosing vancomycin due to the
extended half-life and prolonged dosing intervals. The PAE of vancomycin was
evaluated against S. epidermidis by Svensson et al. (15). The PAE was dependent
upon concentration—as drug concentration increased from 0.5 to 8 times the MIC
of the organism, the PAE increased from 0.2 to 1.9 hours. Another study
found PAEs ranging from 0.6 to 2.0 hours for S. aureus to 4.3 to 6.5 hours for
S. epidermidis after single doses (51).

As patients receiving antibiotics will always have some amount of drug
remaining in the body after dosing and elimination, PAEs are typically studied in
vitro. SMEs and PA-SMEs are parameters studied in vivo. Generally all of these
effects are longer when measured in vivo versus in vitro. SMEs characterize
inhibition of bacterial regrowth following initial sub-MIC concentrations of anti-
biotic (51). PA-SMEs, on the other hand, illustrate microbial suppression following
bacterial exposure to supra-MIC concentrations that have declined below the MIC.
This phenomenon is important clinically where patients given intermittent boluses
will experience gradually lowered serum and tissue levels that will expose bacteria
to both supra- and sub-MICs during the dosing interval (51).

In Vitro Studies
In vitro investigations have demonstrated that, like b-lactam antibiotics, vancomy-
cin is a concentration-independent or time-dependent killer of gram-positive organ-
isms and exhibits minimal concentration-dependent killing. Although vancomycin
is considered to be a bactericidal antibiotic, the rate of bacterial killing is slow in
comparison to other concentration-independent killers such as b-lactams. In vitro
studies, however, can be limiting for several reasons: (i) one compartment models
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only represent concentrations as they would exist in the central compartment and
not necessarily at the site of infection; (ii) typically only bacteria in log phase
growth at standard inocula (105 or 106 CFU/mL) are utilized; and (iii) the effects of
the immune system or protein binding are generally not considered (52). Despite
the limitations, in vitro studies appear to correlate well with animal and human
studies and, therefore, provide useful information for optimal dosing strategies in
clinical situations.

Several investigators demonstrated the concentration-independent killing of
vancomycin by exposing various bacteria to increasing amounts of drug. Vancomy-
cin’s killing effect against S. aureus was investigated in vitro by Flandrois et al. (53).
The early portion of the time-kill curve was the focus of the study to characterize
the bactericidal activity in the initial phases of the dosing interval. A decrease in
CFU of only 1 log was obtained at the end of the eight-hour study at concentrations
of 1, 2.5, 5, and 10 times the MIC indicating a concentration-independent, slow rate
of kill. The killing phase occurred between hours 2 and 4 with the CFU/mL being
held constant for the remainder of the curve. Ackerman et al. generated mono- and
biexponential killing curves for vancomycin over a 2 to 50 mg/L concentration
range to evaluate the relationship between concentration and pharmacodynamic
response against S. aureus and coagulase-negative Staphylococcus (CNS) species
(54). For all organisms tested, killing rates did not change with increasing concen-
trations of vancomycin and maximum killing appears to be achieved once concen-
trations of four to five times the MIC of the pathogen are obtained.

Limited studies exist that characterize vancomycin pharmacodynamics for
VISA isolates. One such study was conducted by Aeschlimann et al. (55). A
vancomycin concentration of 15 mg/L was tested against three different VISA
strains (MIC¼ 8 mg/L). The results showed that the rate of killing by vancomycin
was decreased but the extent of killing, as well as the PAE, was unaffected.

Since the pharmacokinetics of vancomycin involve, at minimum, biexponen-
tial decay, further studies attempting to simulate this elimination and any effects
on bacterial killing were investigated. Utilizing an in vitro model simulating mono-
or biexponential decay, Larrson et al. (12) found no statistically significant differ-
ence in either the rate or the extent of bacterial killing of S. aureus. Again, varying
concentrations did not induce change in bactericidal activity, thereby demonstrat-
ing that the high drug concentrations achieved during the distribution phase did
not enhance the bactericidal activity attained during the elimination phase.

With the understanding that vancomycin killed staphylococci in a concentra-
tion-independent fashion, the need to select a pharmacodynamic indice to best
predict efficacy was warranted. Duffell et al. (52) used four different vancomycin
regimens against S. aureus in an in vitro dynamic model. Three dosing schedules
with different peak concentrations but the same AUC and a fourth dosing regimen
with a smaller AUC were compared for efficacy. The authors found that killing
was independent of both peak concentrations and total exposure to drug (AUC).
As well, maintaining a constant concentration above the MIC was equally effective
even with an AUC that was half of that obtained by the other three dosing
regimens. Thereby, this investigation supported T > MIC as the optimal parameter
for efficacy.

Greenberg et al. (56) produced time-kill curves from experiments performed
in a static environment with 50% bovine serum and constant antibiotic concentra-
tions. They reported a significantly increased rate and extent of killing of S. aureus
when the concentration of vancomycin increased from 20 to 80 mg/L, even though
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free drug concentrations for all regimens exceeded the MIC by at least threefold.
This in vitro experiment is one of a few to demonstrate significant concentration-
dependent killing with vancomycin alone with concentrations beyond the MIC of
the organism.

Vancomycin in combination with other antimicrobials has also been evalu-
ated. Houlihan et al. (57) investigated the pharmacodynamics of vancomycin alone
and in combination with gentamicin at various dosing intervals against S. aureus-
infected fibrin-clots in an in vitro dynamic model. Vancomycin monotherapy
simulations included continuous infusion, 500 mg every 6 hours, 1 g every 12
hours, and 2 g every 24 hours, all of which produced varying peaks and troughs.
Although all regimens produced concentrations above the MIC for 100% of the
dosing intervals, no difference in kill was seen with higher peak concentrations.
The investigators also discovered that vancomycin killing was significantly
enhanced by the addition of gentamicin whether given every 12 or 24 hours and,
in fact, killed in a concentration-dependent fashion. The 2 g dosing scheme of
vancomycin significantly reduced bacterial counts greater than any other combina-
tion regimen. Whether this finding is due to augmented penetration into the fibrin
clots in the presence of gentamicin is unknown.

Since the vast majority of pharmacodynamic investigations with vancomycin
include the use of the S. aureus, few studies involve other gram-positive or
anaerobic organisms. Levett demonstrated time-dependent killing of C. difficile by
vancomycin in vitro (58). Vancomycin was subinhibitory at concentrations below
the MIC of the organism. Once concentrations at the MIC were obtained, no
difference in kill was seen whether 4 (at the MIC) or 1000 mg/L (250 · MIC) was
utilized. Therefore, as for other organisms, vancomycin kills C. difficile in a
concentration-dependent manner until the MIC is achieved, beyond which, time-
dependent killing is observed.

Hermsen et al. (59) evaluated the activity of vancomycin against methicillin-
susceptible and -resistant S. aureus, methicillin-susceptible S. epidermidis, and
Streptococcus sanguis in an in vitro peritoneal dialysate model. Interestingly, vanco-
mycin did not decrease the starting inoculum of any of the organisms when
studied using peritoneal dialysate fluid (PDF) as the growth medium. The authors
suggest that this is due to the bacteriostatic effects of PDF and vancomycin’s need
for an actively growing bacterial population to exert an effect.

Odenholt-Tornqvist et al. (60) have been the primary source of investigations
on the SMEs and PA-SMEs of vancomycin. In an initial study with Streptococcus
pyogenes and S. pneumoniae, the investigators found that the PA-SME with concen-
trations as low as 0.3 · MIC prevented regrowth of both Streptococcus species for
24 hours. In a more recent in vitro investigation of the pharmacodynamic proper-
ties of vancomycin against S. aureus and S. epidermidis, the same authors detected
no concentration-dependent killing (51). Low killing rates were demonstrated by
time-to-3 log-kill (T3K) at 24 hours with all strains, the exception being a methicil-
lin-sensitive strain of S. epidermidis, which obtained T3K at nine hours. Regrowth
occurred between 12 and 24 hours when drug concentration had declined to the
MIC. PA-SME, SME, and post-MIC effect (PME) were also evaluated in this study.
Long PA-SMEs (2.3 to >20 hours) were found with all strains while SMEs were
shorter (0.0–15.8 hours). Both PA-SMEs and SMEs increased with increasing multi-
ples of the MIC. Interestingly, longer PMEs, “the difference in time for the numbers
of CFU to increase 1 log/mL from the values obtained at the time when the
antibiotic concentration has declined to the MIC compared with the corresponding

Glycopeptide Pharmacodynamics 197



time for an antibiotic-free growth control” (51), were found with shorter vancomy-
cin half-lives. Other investigations have suggested that the regrowth of bacteria can
occur if insufficiently inhibited bacteria are allowed to synthesize new peptidogly-
can to overcome the antimicrobial’s bactericidal effect (61). The authors assumed
that the PAE, PA-SME, and PME would emulate the time that the amount of
peptidoglycan is kept below a critical level needed for bacterial growth (51).
Subsequently, the investigators postulated that longer PMEs may occur with
shorter half-lives due to the fact that the MIC is attained faster, thereby not
allowing adequate peptidoglycan production to initiate regrowth. Conversely,
shorter PMEs were found with longer half-lives. With a slower decline to the MIC
and a longer period of time at the MIC, sufficient peptidoglycan could be produced
to allow regrowth. How PA-SMEs, SMEs, and PMEs will influence dosing sche-
dules is unknown and further investigations are needed.

Animal Studies
Animal studies focusing on pharmacodynamic predictors of efficacy for vancomy-
cin are quite limited. Peetermans et al. (13), with a granulocytopenic mouse thigh
infection model, showed concentration-dependent killing of staphylococcus for
concentrations at or below the MIC. Once concentrations exceeded that value
however, no further kill was seen with increasing doses.

In a dose-fractionation study using a neutropenic murine-thigh infection
model, Ebert et al. (62) observed that both the log AUC and the log Cp-max and
the log AUC alone were important predictive parameters for efficacy against
methicillin-sensitive S. aureus (MSSA) and MRSA, respectively. Time above MIC
was not identified as an important indice for either organism. However, the likely
impact of a PAE on the outcome of this study was noted, and questions surfaced
regarding whether the PAE should be included or subtracted from the evaluation
of this parameter. Dudley et al., again using a murine-thigh infection model, have
also identified AUC/MIC and Cp-max/MIC as important pharmacodynamic
parameters for predicting efficacy with vancomycin against glycopeptide-suscep-
tible and glycopeptides intermediate resistant S. aureus (GISA) (63). Substantial
variability in AUC/MIC (range 86–462) and Cp-max/MIC (range 15–61) ratios
required to reach 50% maximum killing was reported for GISA strains. As
opposed to the vancomycin-susceptible strains, for a given level of in vivo
exposure to vancomycin, killing of GISA was more complete and required
lower AUC/MIC (range 23–31) and Cp-max/MIC (range 4.4–9.5) ratios for 50%
of Emax.

Cantoni et al. (64), in an attempt to compare the efficacy of amoxicillin/
clavulanic acid against MSSA and MRSA, respectively, versus vancomycin in a rat
model of infection, found vancomycin activity to be dependent upon strain.
Against the MSSA strain, vancomycin at 30 mg/kg given every 6 hours was more
effective than giving the same dose every 12 hours. Against the MRSA strain, the
four-times-daily regimen only marginally improved outcome as compared to the
twice-daily regimen. Because vancomycin concentrations were undetectable after
six hours of therapy, the four-times-daily regimen was the only therapy that
allowed concentrations to remain above the MIC for a majority of the dosing
interval. This finding further supports the dependence of vancomycin activity upon
the T > MIC.

The activity of vancomycin was evaluated against penicillin-resistant pneu-
mococci utilizing a mouse peritonitis model by Knudsen et al. (65). In comparing
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various pharmacokinetic/pharmacodynamic parameters at the values of the ED-50
(effective dose for 50% of the population), investigators concluded that both T >MIC
and Cmax were important predictors of efficacy in their model. These parameters
were deemed best predictors because they varied the least. Of significance with
this study also was the discovery that vancomycin activity was not influenced by
the penicillin susceptibility of the organism. The same investigators, again using
their peritonitis model with immunocompetent mice, studied the pharmacody-
namics of vancomycin against S. pneumoniae and S. aureus (66). Survival after six
days was best predicted by Cp-max/MIC for both organisms in experiments
where treatments with total doses close to ED50s for single doses were given as
one or two doses. Cp-max/MIC ratios ranged from 4.07 to 8.56. Further, in
multidosing studies, ED50s increased as the number of doses given over the 48-
hour treatment period increased, although the same total amount of vancomycin
was administered. The authors concluded from their observations that Cp-max/
MIC is of major importance; however, this ratio alone cannot predict outcome
because highly significant correlations were found for all three parameters and
effect. Likewise, Cp-max/MIC, AUC/MIC, and T > MIC were also correlated to
each other.

Human Studies
In vivo, serum bactericidal titers (SBT) have been evaluated to determine antimi-
crobial efficacy. A SBT of 1:8 with vancomycin has been associated with clinical
cure in patients with staphylococcal infections (67,68). This SBT was associated
with serum concentrations greater than 12 mg/L. James et al. (69) conducted a
prospective, randomized, crossover study to compare conventional dosing of
vancomycin versus continuous infusions in patients with suspected or documented
gram-positive infections. Because the most effective concentration of vancomycin
against staphylococcus is not known, the investigators chose a target concentration
of 15 mg/L via continuous infusion and peak and trough concentrations of 25 to 35
and 5 to 10 mg/L, respectively, with conventional dosing of 1 g every 12 hours.
Despite variability in actual concentrations obtained, continuous infusion produced
SBTs of 1:16 while conventional dosing produced trough SBTs of 1:8, which was
not found to be statistically significant. Concentrations remained above the MIC
throughout the entire dosing intervals for all patients, whether receiving conven-
tional dosing or continuous infusion. Therefore, the authors concluded that both
methods of intravenous administration demonstrated equivalent pharmacodynamic
activities. Although continuous infusion therapy was more likely than conventional
dosing to produce SBTs of 1:8 or greater, this study did not attempt to evaluate
clinical efficacy associated with such values and therefore, whether improved
patient outcome was obtained is unknown.

Lacy et al. (70) evaluated a twice-daily and a once-daily regimen of vanco-
mycin in 12 healthy volunteers to assess the duration of time that the serum
concentrations remained above the pathogen MIC. The doses studied were 1 g
every 12 hours and 1 g every 24 hours, and the isolates studied were MRSA and
two MR-CNS isolates, S. epidermidis and Staphylococcus hominis (MIC¼ 2–4 mg/L).
Bactericidal activity was maintained for >80% of the dosing interval for the twice-
daily regimen for both the MRSA and the MR-CNS isolates, and serum concentra-
tions remained above the MIC for 100% of the interval. Bactericidal activity was
maintained for 50% to 66% of the interval for the once-daily regimen, and the
serum concentrations remained above the MIC for 54% to 75% of the interval. The
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authors suggest that the twice-daily regimen be used in patients with normal renal
function when MR-CNS is suspected or if the MIC approaches the vancomycin
susceptibility breakpoint of 4 mg/L.

Klepser et al. (71), in a preliminary report of a multicenter study of patients
with gram-positive infections receiving vancomycin therapy, found increased rates
of bactericidal activity with vancomycin trough concentrations of greater than
10 mg/L. Bacterial eradication was also correlated with trough SBTs of 1:8 or
greater. Patients who failed therapy had pathogen MICs of >1 mg/L. Hyatt et al.
(72) suggest that the area under the inhibitory serum concentration-time curve
(AUIC) as well as organism MIC were associated with clinical outcome. By
performing a retrospective analysis of 84 patients receiving vancomycin therapy
for gram-positive infections, investigators found that therapy that produced AUIC
<125 and pathogens with MICs >1 mg/L had a higher likelihood of failure. Moise
et al. suggest that both an AUIC and a pneumonia scoring system are predictive
of clinical and microbiological outcomes of vancomycin treatment for lower
respiratory tract infections caused by S. aureus. The authors performed a retro-
spective review of 70 patients and used classification-and-regression-tree modeling
to determine which variables were correlated with clinical and microbiological
outcomes (73). Therefore, these studies propose that, not only may T > MIC but
also AUIC and trough values may be important for maximum clinical efficacy.

In summary, vancomycin demonstrates concentration-independent killing of
gram-positive bacteria, and peak concentrations do not appear to correlate with
rate or extent of kill. Maximum killing is achieved at serum concentrations of four
to five times the MIC of the infecting pathogen and sustaining concentrations at or
above these levels for the entire dosing interval will likely produce the best
antimicrobial effect. Dosing strategies should therefore be aimed at maximizing
the time in which concentration at the site of infection remains above the MIC of
the pathogen. Whether the most efficient killing is obtained by continuous infusion
of vancomycin versus intermittent bolus is controversial. Several studies revealed
that no difference in killing is seen between the two methods of administration
(57,69,74). However, such benefits, as predictable serum concentrations and ease
of administration, might be advantageous (74). Conversely, due to vancomycin’s
long half-life and the perceived better tolerability associated with intermittent
bolus injections, continuous infusion of this drug may not be needed and is often
discouraged (74).

CLINICAL APPLICATION
Clinical Uses
Vancomycin is available as vancomycin hydrochloride (Vancocin�, Lyphocin�,
Vancoled�, others) for intravenous use, as powder for oral solution, and as
capsules for oral use (Vancocin Pulvules�). The indications for vancomycin use are
limited in relation to its strong gram-positive spectrum. Although vancomycin is
bactericidal against most gram-positive cocci and bacilli, the intravenous prepara-
tion should be reserved for serious gram-positive infections not treatable with
b-lactams or other traditional options. Use should not precede therapy with
b-lactams for susceptible organisms. Clinical outcomes with vancomycin versus
nafcillin or ampicillin against both staphylococci and enterococci show vancomy-
cin inferiority when comparing bactericidal rate and rapidity of blood sterility
(75–79).
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Vancomycin is the drug of choice for serious staphylococcal infections that
cannot be treated with b-lactams due to bacterial resistance (MRSA and MR
S. epidermidis) or due to the patient’s inability to receive these medications (80).
Staphylococcal infections include bacteremia, endocarditis, skin and soft-tissue
infections, pneumonia, and septic arthritis. Dialysis peritonitis due to staphylo-
cocci may also be treated with intravenous or intraperitoneal vancomycin.
Although vancomycin is indicated for S. aureus osteomyelitis, bone penetration is
extremely variable, especially between published studies, and treatment with other
options could prove more effective (81–83). Vancomycin is also indicated for
infections due to coagulase-negative staphylococci including catheter-associated
bacteremia, prosthetic valve endocarditis, vascular graft infections, prosthetic joint
infections, central nervous system shunt infections, and other indwelling medical
device-associated infections (80,84). Complete cure of most medical-device related
infections usually requires the removal of the device due to the biofilm secreted by
S. epidermidis. Staphylococcal treatment with vancomycin may require up to one
week or longer for clinical response in serious infections such as MRSA (84).
Courses of vancomycin that fail to cure serious staphylococcal infections may
require the addition of gentamicin, rifampin, or both (80,84,85).

Two significant clinical issues surround the use of vancomycin for the
treatment of staphylococcal endocarditis and other serious infections. First, con-
troversy exists as to whether the addition of rifampin is synergistic or antagonistic.
Although certain studies have proven the combination to be more efficacious than
single therapy with vancomycin (86–88), other more recent publications cite the
combination as antagonistic (77). Additionally, clinical experience with the combi-
nation has been inconsistent (89).

The second issue that surrounds vancomycin use for serious staphylococcal
infections is the potentially better outcome with b-lactams. In addition to the in
vitro data that suggest vancomycin is less rapidly bactericidal than nafcillin,
clinical data exist to support this conclusion (75–79). Although no large-scale
comparison studies exist to evaluate the efficacy of vancomycin versus b-lactams
in staphylococcal endocarditis, assumptions can be formulated from published
studies. In a study by Korzeniowski and Sande, the duration of bacteremia due to
S. aureus endocarditis lasted a median of 3.4 days after treatment with nafcillin
while bacteremia lasted a median of seven days for patients treated with vanco-
mycin in a study conducted by Levine (77,79). The patients in the Levine et al.
study were infected with MRSA in comparison to the methicillin-sensitive organ-
isms from the Korzeniowski study; yet, in general, morbidity and mortality of
bacteremic infections due to MSSA and MRSA are comparable (78). In a small
study that compared vancomycin to nafcillin in S. aureus endocarditis, the investi-
gators found patients treated with nafcillin plus tobramycin had a cure rate of
94%, while only 33% of patients treated with vancomycin plus tobramycin were
cured (76). Worth mentioning, however, is the fact that while the nafcillin-plus-
tobramycin group consisted of 50 patients, only 3 patients received vancomycin
plus tobramycin due to b-lactam allergy. Small and Chambers performed another
study that evaluated the use of vancomycin in 13 patients with staphylococcal
endocarditis, 5 of whom failed therapy (75). The reason for vancomycin ineffec-
tiveness in these cases may be the need for prolonged high levels of a bactericidal
antibiotic; however, with longer durations of bacteremia and poorer clinical out-
comes, serious consideration needs to be given as to whether vancomycin should

Glycopeptide Pharmacodynamics 201



be considered at all in patients with MSSA endocarditis who can tolerate b-lactam
therapy.

Streptococcal infections not treatable with b-lactams or other traditional
options are also proper indications for vancomycin (80,84). Endocarditis due to b-
lactam-resistant Streptococcus viridans or Streptococcus bovis is a common use of
vancomycin, although organisms with elevated MIC values may require combina-
tion with an aminoglycoside. Vancomycin is the drug of choice for pneumococci
infections showing high-level resistance to penicillin (80,84). Cefotaxime or ceftri-
axone plus rifampin may be needed to adequately cover S. pneumoniae meningitis
due to vancomycin’s poor penetration in the central nervous system (90,91).
Although penetration is enhanced while meninges are inflamed, as in meningitis
and shunt infections, certain cases may require intrathecal or intraventricular
administration to obtain therapeutic levels.

As for enterococcal infections, vancomycin represents the treatment of choice
for ampicillin-resistant enterococcus (80,84). Enterococcus endocarditis and other
infections may require the addition of an aminoglycoside such as gentamicin.
Vancomycin is also the treatment of choice for corynebacterium (80,84).

Empirically, vancomycin should only be used in limited situations. Vanco-
mycin can be considered for febrile neutropenic patients presenting with clinical
signs and symptoms of gram-positive infections in areas of high MRSA prevalence
(38). Other indications for empiric use of vancomycin in neutropenic patients
with fever include the presence of severe mucositis, colonization with MRSA or
penicillin-resistant S. pneumoniae, prophylaxis with quinolone antibiotics, or
obvious catheter-related infection (92). Vancomycin should be discontinued after
four to five days if no infection is identified or if initial cultures for gram-positive
organisms are negative after 24 to 48 hours. For prophylaxis, vancomycin may be
used perioperatively with prosthesis implantation only in severely b-lactam
allergic patients (38). Vancomycin is also used for endocarditis prophylaxis for
b-lactam allergic patients.

Orally, vancomycin is indicated for metronidazole-refractory antibiotic-
associated colitis caused by C. difficile (38,80,84). Intravenous administration of
vancomycin typically does not achieve adequate levels in the colon lumen to suc-
cessfully treat antibiotic-associated colitis. However, there are rare reports of
success with this route cited in the literature (93). Administration via nasogastric
tube, enema, ileostomy, colostomy, or rectal catheter may be needed if the patient
presents with severe ileus. Oral vancomycin has also been used prophylactically to
prevent endogenous infections in cancer and leukemia patients. This regimen
seems to decrease the C. difficile associated with the chemotherapy (94,95).

Inappropriate Uses
Although vancomycin is an effective option for most gram-positive infections, the
drug needs to be judiciously used to prevent the emergence and spread of
resistance. Vancomycin should not be used when other drug options such as b-
lactams are viable. Microbial susceptibilities need to be performed to determine
the appropriateness of vancomycin therapy, and the antibiotic needs to be
changed if the organism is susceptible to a different agent.

The CDC has published guidelines for the appropriate use of vancomycin
(Table 1) (38). However, vancomycin misuse around the nation is widespread. A
retrospective study from May 1993 to April 1994 identified 61% of vancomycin
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usage as inappropriate, according to the CDC criteria (96). A similar evaluation
published in 1997 found only 47% of vancomycin orders prescribed for 7147
patients were appropriate (97). According to this study, inadequate use and
inappropriate control patterns were similar whether large teaching centers or small
rural hospitals were evaluated. Thus, alternate methods of vancomycin control
need to be implemented to assure adequate use and limit resistance. A more
recent study evaluated the appropriateness of vancomycin use in hospitals, using
data from 1999 in comparison to data from 1994 (before any of the studied
hospitals had a vancomycin restriction policy) (98). The investigators found that
the hospitals using vancomycin restriction policies had a decrease in inappropriate
therapeutic and prophylactic vancomycin use, but inappropriate empiric use was
unaffected. The authors suggest the implementation of a hospital-wide vancomy-
cin restriction policy to help control the inappropriate use of this antibiotic.

Toxicity and Adverse Drug Reactions
A variety of adverse reactions have been associated with vancomycin, including
fever, rash, phlebitis, hematologic effects, nephrotoxicity, auditory toxicity, inter-
stitial nephritis, and infusion-related reactions. Many of the infusion-related reac-
tions were likely due to impurities in the initial formulations and have been
significantly reduced with the newer formulations. The Red Man or Red Neck
Syndrome is an anaphylactoid reaction related to rapid infusion of large doses,
typically >12 mg/kg/hr (16,80,84). The reaction begins 10 minutes after infusion
and generally resolves within 15 to 20 minutes after stopping the infusion. Patients
may experience tachycardia, chest pain, dyspnea, urticaria, and swelling of the
face, lips, and eyelids. Additionally, patients may experience a hypotensive
episode with a 25% to 50% reduction in systolic blood pressure. Interestingly,

TABLE 1 Use of Vancomycin

Appropriate Use:
Treatment of serious infections due to b-lactam–resistant gram-positive pathogens
Treatment of gram-positive infections in patients with serious b-lactam allergies
Antibiotic-associated colitis failure to metronidazole
Endocarditis prophylaxis per American Heart Association recommendations
Antibiotic prophylaxis for implantation of prosthetic devices at institutions with a high rate of

infections due to methicillin-resistant Staphylococci

Inappropriate Use:
Routine surgical prophylaxis
Empiric treatment for febrile neutropenic patients without strong evidence of gram-positive infection

and high prevalence of b-lactam–resistant organisms in the institution
Treatment in response to a single positive blood culture for coagulase-negative staphylococci

when other blood cultures taken appropriately in the same time frame are negative
Continued empiric use without positive culture for b-lactam–resistant gram-positive pathogen
Systemic or local prophylaxis for central or peripheral catheter
Selective gut decontamination
Eradication of methicillin-resistant Staphylococcus aureus colonization
Primary treatment of antibiotic-associated colitis
Routing prophylaxis for patients on chronic ambulatory peritoneal dialysis
Routine prophylaxis for very low birth weight infants
Topical application or irrigation

Source: From Ref. 38.
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healthy volunteers receiving vancomycin infusions have a higher propensity
toward the reaction than patients (74). The reason is unknown. Symptoms of Red
Man Syndrome appear to be histamine mediated, but investigations are incon-
clusive. Extending the administration of vancomycin to one hour or a maximum
of 15 mg/min should prevent most infusion-related reactions.

Vancomycin toxicity was retrospectively studied by Farber and Moellering in
98 patients (99). They noted a 13% incidence of phlebitis, a 3% incidence of fever
and rash, and a 2% incidence of neutropenia. However, this report may over-
estimate true adverse reactions because of the inclusion of many potentially high-
risk patients. Interestingly, although other studies have shown that concomitant
aminoglycosides are not a risk factor for nephrotoxicity (100), patients receiving both
vancomycin and an aminoglycoside experienced a 35% incidence of reversible
nephrotoxicity, which is more than expected from either antibiotic alone. Only 5% of
patients receiving vancomycin alone experienced nephrotoxicity. The authors
also found that patients with nephrotoxicity had trough concentrations of 20 to
30 mg/L.

Vancomycin ototoxicity has been reported with peak serum concentrations of
80 to 100 mg/L (101). Geraci identified two patients with vancomycin-induced ototo-
xicity, one of which had a history of renal disease, elevated blood-urea nitrogen on
admission, and a recorded diastolic blood pressure of zero. Serum concentrations
determined three to six hours after the dose was administered ranged from 80 to
95 mg/L. Due to the biexponential nature of the vancomycin serum concentration
time curve, the true vancomycin peak was likely near 200 to 300 mg/L. Farber and
Moellering, as well, reported the occurrence of ototoxicity in a patient who, at one
hour post infusion, had serum concentrations of <50 mg/L (99); however the true
peak was likely in the toxic range as defined by Geraci (101).

A recent study evaluated the hematologic toxicity of vancomycin compared
to linezolid in long-term therapy for osteomyelitis (102). The hematologic effects
observed were thrombocytopenia, neutropenia, and anemia. These adverse hema-
tologic effects appeared to be more common in the vancomycin group, although
the difference was not statistically significant. The only significant difference
identified by the authors was a higher incidence of thrombocytopenia in the
linezolid group who had received vancomycin in the previous two weeks versus
those who had not received vancomycin (71% vs. 15%, respectively).

In summary, the incidence of adverse reactions associated with vancomycin
is relatively low. Only approximately 40 cases of oto- and nephrotoxicity have
been reported in the medical literature between the years 1956 and 1984 despite
incessant use. Most of these cases were complicated by concomitant aminoglyco-
side therapy and preexisting renal problems as well as investigator discrepancies
in interpreting serum levels.

Dosing and Therapeutic Monitoring
Medical literature abounds, questioning the need to therapeutically monitor vanco-
mycin concentrations. Cantu et al. (103) suggest that monitoring vancomycin
concentrations is unnecessary because no correlation has been demonstrated
between drug levels, toxicity, and clinical response. Opponents propose that
vancomycin can be dosed using published nomograms based on the patient’s age,
weight, and estimated creatinine clearance. Conversely, Moellering argues that
therapeutic vancomycin monitoring would, in fact, be prudent for optimal clinical
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response and restriction of toxicity in such situations as patients on hemodialysis,
patients with rapidly changing renal function, and patients receiving high-dose
vancomycin or concomitant aminoglycoside therapy (104). Numerous strategies do
exist for empirically dosing vancomycin. Administering 500 mg every 6 hours, 1 g
every 12 hours, or 20 to 40 mg/kg of body weight/day is commonly employed.
Additionally, nomograms exist such as those established by Matzke et al.,
Moellering et al., Lake and Peterson, and Nielsen et al. (104–107). Serious faults lie
in the dependence on these nomograms for efficacious use of vancomycin, how-
ever, because the authors assume, rather than prove, that their method of pharma-
cokinetically modeling the data is appropriate. Most empiric regimens were
designed to provide peak concentrations of between 20 and 40 mg/L and trough
concentrations of 5 to 10 mg/L (or approximately five times the MIC of the
infecting pathogen). However, such practices only place 3% to 23% of patients in
this therapeutic range, according to one published study (108). Further, some
investigators have suggested targeting trough concentrations of 10 to 20 mg/L, to
prevent hVISA, or in the presence of hVISA, to stave off selection of a uniform
VISA population. Unfortunately, although such goals in serum levels are set, no
solid data is available to support any specific therapeutic range, and accordingly,
serum peak and trough concentrations have been selected somewhat arbitrarily,
based upon speculations from retrospective studies, case reports, and personal
opinions. Peak concentrations appear to play little to no role in the efficacy of the
drug and appear to have limited involvement in toxicity unless exceedingly large
peak values are obtained. On the other hand, trough concentrations may be useful
monitoring parameters. Since vancomycin is a concentration-independent killer, the
goal of therapy should be to maintain the unbound concentration above the
microbial MIC for a significant portion of the dosing interval because regrowth of
most organisms will begin shortly after drug concentrations fall below the MIC. A
depiction of predicted vancomycin pharmacodynamic indices obtained from a
typical intravenous dose using various pathogen MICs is presented (Table 2).

The role of vancomycin degradation products also needs to be considered
when interpreting levels in patients with renal failure where half-lives are signifi-
cantly extended (109,110). In vitro and in vivo, vancomycin breaks down over time
to form crystalline degradation products. Antibodies in commercial assays, such as
TDx� fluorescence polarization immunoassay, cross-react with major and minor
degradation products, thereby overstating factor B (active drug) content in the
level. This can result in an overstated vancomycin concentration of 20% to 50%.

In summary, trough concentrations of 5 to 10 mg/L appear to be reasonable
goals for vancomycin therapy because MICs of most gram-positive pathogens are
�1 mg/L. Such concentrations would allow the unbound concentrations to remain
above the MIC of the organism for at least 50% of the dosing interval. In situations
where the MIC for S. aureus is >1 mg/L, vancomycin should be used with caution.
Recent guidelines for nosocomial pneumonia, endocarditis, and meningitis have
suggested trough concentrations of 10–20 mg/L depending on the disease state
and the guideline. Currently, there is no convincing data that maintaining higher
vancomycin trough concentrations will improve clinical or microbiologic outcomes
or prevent the emergence of hVISA or VISA. Administering 10 to 15 mg/kg per
dose and adjusting the dosing interval per renal function based upon numerous
published nomograms is not likely to produce “toxic” peak concentrations and
should allow therapeutic concentrations throughout the dosing interval in the
majority of patients with normal renal function. Loading doses are not typically
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needed because transiently high distribution-phase concentrations are unlikely to
enhance bacterial killing. However, loading doses may be reasonable in patients in
whom the site of infection is distal to the central compartment or poorly accessible.
Until a relationship between clinical efficacy, toxicity, and vancomycin concentra-
tion is established, vancomycin therapy will inevitably continue to be monitored
in an attempt to improve patient outcome. A study using decision analysis to
model the cost-effectiveness of pharmacokinetic dosage adjustment of vancomycin
to prevent nephrotoxicity found that monitoring was not cost effective in all
patients (111). The investigators suggested cost-effectiveness when monitoring was
used in patients receiving concomitant nephrotoxins, intensive care patients, and,
possibly, oncology patients. Whether therapeutic monitoring of vancomycin
should be a standard of practice or is only necessary in patients receiving high-
dose therapy, patients on concomitant aminoglycoside therapy, or patients with
renal insufficiency or failure on dialysis is likely a personal preference until further
studies establish guidelines. Of note, if the CDC guidelines for appropriate
vancomycin usage were stringently followed, at least half of vancomycin use
could be eliminated, leaving the remaining patients to be monitored.

OTHER GLYCOPEPTIDES AND GLYCOPEPTIDE-LIKE COMPOUNDS
Teicoplanin
Teicoplanin, like vancomycin, binds to the terminal D-alanyl-D-alanine portion of
the peptidoglycan cell wall of actively growing gram-positive bacteria to exert its
bactericidal activity (112). Currently, only available in Europe, teicoplanin can be
used to treat infections caused by both methicillin-sensitive and -resistant strains
of S. aureus and S. epidermidis, streptococci, and enterococci. Clinical trials have
demonstrated teicoplanin to be a safe, well-tolerated agent with reports of side
effects occurring in 6% to 13% of recipients (112). The most prevalent adverse
reactions reported are pain at the injection site and skin rash. Nephro- and
ototoxicity are uncommon even when used concomitantly with other nephro- and
ototoxic drugs. Pharmacokinetically, teicoplanin differs from vancomycin. The
half-life is considerably longer (�47 hours), and the percent protein bound nears
90% (112). Because of the long half-life, an every other day dosing regimen has
been suggested as being equivalent to a daily dosing regimen (113). Moreover,
teicoplanin can be administered by either the intravenous or the intramuscular
route as opposed to vancomycin, which is limited parenterally to the intravenous
route. Pharmacodynamic evaluations virtually duplicate those of vancomycin once
the heightened protein binding of teicoplanin and subsequent lower active free

TABLE 2 Estimated Vancomycin Pharmacodynamic Ratios for Various MIC Valuesa

MIC (mg/L) Cpmax/MIC T > MIC (hr) AUC24/MIC

0.25 140 12 784
0.5 70 12 392
1.0 35 12 196
2.0 17.5 12 98
4.0 8.75 12 49
8.0 4.38 11 24.5
aCalculations based on total concentrations achieved after administration of a 1 g dose given every 12 hours to
a 70 kg patient with normal renal function.
Abbreviations: AUC, area under the serum concentration-time curve; MIC, minimum inhibitory concentration.
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concentrations are accounted for (114). Further review of teicoplanin can be found
elsewhere (112,115,116).

Dalbavancin
Dalbavancin is an experimental semisynthetic glycopeptide being developed for the
treatment of serious gram-positive infections. Dalbavancin has the same mechan-
ism of action as vancomycin, but dalbavancin retains activity against some VRE
and VISA and possesses activity against Clostridium spp., Peptostreptococcus spp.,
Actinomyces spp., Corynebacterium spp., and Bacillus subtilis (117,118). Like teicopla-
nin, dalbavancin is active against the vanB phenotype of VRE but not the vanA
phenotype. Dalbavancin is bactericidal against these microorganisms. The most
prevalent adverse reactions reported in one study were pyrexia, headache, and
nausea (117). The half-life of dalbavancin is approximately one week, allowing for
the possibility of weekly dosing (117). This agent looks promising for the treatment
of serious gram-positive infections, including those due to resistant organisms.

Oritavancin
Oritavancin is an investigational synthetic glycopeptide with a broad spectrum of
activity against gram-positive cocci, including VRE, both vanA and vanB pheno-
types, and VISA. Several factors distinguish oritavancin from vancomycin: concen-
tration-dependent bactericidal activity versus S. aureus and enterococcus, activity
versus intracellular gram-positive organisms, and a prolonged PAE (119). The drug
acts on the same molecular target as vancomycin and other glycopeptide antibiotics
(120), but a p-chlorophenylbenzyl side chain allows for enhanced interaction with
the cytoplasmic membrane and affects the proteins involved in transglycosylation,
resulting in improved activity over that of vancomycin (121). The half-life is long,
approaching 10.5 days, which may allow for infrequent dosing (122). Pharmacody-
namic investigations are lacking, but one study suggests that the Cmax appears to
correlate better with activity than the time above the MIC or the AUC (119).
Oritavancin is in Phase III development and shows particular promise for skin and
soft-tissue infections as well as respiratory infections due to gram-positive bacteria.

Daptomycin
Daptomycin (Cubicin, Cubist Pharmaceuticals, Lexington, MA, U.S.A.) is the first
in a new class of antibiotics, lipopeptides. Daptomycin, available only as an
injectable, was approved by the Food and Drug Administration in September 2003
for the treatment of skin and soft-tissue infections caused by MSSA, MRSA,
S. pyogenes, Streptococcus agalactiae, Streptococcus dysgalactiae subsp equisimilis, and
vancomycin-susceptible E. faecalis and more recently was approved for the treat-
ment of bacteremia and endocarditis due to S. aureus (123). Daptomycin exerts
rapid bactericidal activity by inserting itself into the cell membrane of gram-
positive bacteria and causing depolarization of the membrane potential, leading to
cell death by halting bacterial DNA, RNA, and protein synthesis (124). The half-
life of daptomycin is approximately nine hours, and the drug is highly protein
bound (90–94%) (124). The most prevalent adverse reactions reported with dapto-
mycin are constipation, nausea, and injection-site reactions (123). Initially, the
development of daptomycin by Eli Lilly was halted in 1991, when several patients
developed skeletal muscle toxicity. However, on the basis of several pharmacody-
namic studies, a dosing regimen change from multiple daily doses to a once-daily
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regimen significantly lowered the skeletal muscle effects (125). Daptomycin exhi-
bits a prolonged PAE and concentration-dependent activity, although the bacter-
icidal activity of the drug is dependent on the presence of calcium ions. These
characteristics allow once-daily dosing, which also minimizes the adverse effects.
Several pharmacodynamic studies have identified the AUC/MIC ratio as the
pharmacodynamic parameter that correlates best with activity (126–128). Clinical
trials evaluating daptomycin for the treatment of S. aureus bacteremia and
endocarditis are ongoing. Further review of daptomycin can be found elsewhere
(125).

Others
Several other novel glycopeptide antibiotics are currently under investigation.
Mannopeptimycin (AC98-6446) is a semisynthetic cyclic glycopeptide with good in
vitro activity versus susceptible and resistant gram-positive bacteria. Mannopepti-
mycin has been shown to be bactericidal against MRSA, MSSA, VRE, and
penicillin-susceptible and -resistant S. pneumoniae in animal models (129). Like
oritavancin, mannopeptimycin demonstrates concentration-dependent killing
against staphylococci and enterococci (130). Televancin (TD-6424) is a novel
lipidated glycopeptide in Phase III clinical trials. Televancin exhibits bactericidal
activity versus gram-positive bacteria, including susceptible and resistant strains.
Televancin has a short half-life and is highly protein bound. Lastly, semisynthetic,
lipophilic aglycon glycopeptide derivatives have been shown to be active against
retroviruses, including HIV-1 and HIV-2 (131). The derivatives appear to hinder
viral entry into the cells. Limited data exist for all of these novel compounds, and
more studies must be completed before the clinical significance will be apparent.

CONCLUSION

With years of clinical experience, vancomycin has proven to be a safe and efficacious
agent against gram-positive pathogens, including many multidrug-resistant strains.
Despite this history, to date, the therapeutic range has not been rigorously defined,
but going beyond the currently suggested therapeutic range is not likely to improve
antibiotic performance. The accumulation of in vitro and in vivo studies suggests
that vancomycin is a concentration-independent killer of gram-positive organisms,
with maximum killing occurring at serum concentrations of four to five times the
MIC of the infecting organism. At the present time, insufficient data exist to suggest
one pharmacodynamic outcome parameter is superior to another in predicting
clinical or microbiologic success. Likewise, a specific targeted indice value cannot be
assigned. However, high-peak concentrations appear not to be associated with an
improved rate or extent of kill, and, therefore, therapy should be targeted toward
sustaining serum concentrations above the MIC for a large portion of the dosing
interval. With the high level of vancomycin usage, the development and spread of
vancomycin-resistant organisms is a major clinical concern. At a time when we are
attempting to be more prudent and judicious in the use of vancomycin, we also find
ourselves more dependent on the drug. Unfortunately, this combination of factors
may drive bacterial resistance and ultimately nullify a drug that has been a gold
standard product for half a century. Further, with the availability and pending
approval of newer agents with activity against staphylococcal, streptococcal, and
enterococcal infections, the use of vancomycin as a contemporary first-line agent
against these resistant pathogens may be limited.
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BRIEF DESCRIPTION AND HISTORY OF DEVELOPMENT

Erythromycin, the first member of the macrolide class to enter clinical use, was
introduced in 1952. Erythromycin remained a mainstay antibiotic for several
decades both as an inpatient, infusible agent and as an outpatient, orally adminis-
tered drug until the introduction of the newer macrolide and azalide agents,
clarithromycin, azithromycin, and dirithromycin in the early 1990s and recently the
ketolide agent telithromycin in 2004. These antibiotics have activity against each of
the major pyogenic pathogens playing etiologic roles in respiratory tract infections:
Streptococcus pneumoniae, Haemophilus influenzae, and Moraxella catarrhalis. Moreover,
they are potent against atypical respiratory tract pathogens: Legionella pneumophila,
Mycoplasma pneumoniae, and Chlamydophila (Chlamydia) pneumoniae. As such, they
comprise a class of agents with focused activity against respiratory pathogens,
though azithromycin has been increasingly used for enteric infections caused by
Salmonella and Shigella. Importantly, they have little role in the treatment of skin
and soft tissue infections for which staphylococci are common causes, or opportu-
nistic gram-negative infections such as Pseudomonas aeruginosa. Hence, these anti-
biotics are considered excellent focused therapy agents for use against respiratory
tract infections. Ketolides are a new class of macrolides and are semisynthetic
derivates of erythromycin A. Their defining characteristic is the removal of the
neutral sugar, L-cladinose, from the third position of the ring and subsequent
oxidation of the 3-hydroxyl to a 3-keto functional group. Telithromycin is the first
of this new class of drugs to be approved for clinical use while ABT-733 is a
ketolide agent in development. Ketolides are designed to combat respiratory tract
pathogens that have acquired resistance to macrolides and have excellent micro-
biologic activity against drug-resistant S. pneumoniae.

MECHANISM(S) OF ACTION AND IMMUNOMODULATORY EFFECTS

All the drugs in this class inhibit protein synthesis by blocking the translation of
mRNA into protein at the ribosome. They bind to the 23S ribosomal RNA (rRNA)
in the 50S subunit (1), which contains a highly conserved domain forming the
peptidyl transferase site (2). Inhibition of peptidyl transferase activity blocks the
translocation of the peptidyl transfer RNA (tRNA) from the amino acid (A) site to
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the polypeptide (P) site. However, some drugs in this family (14 and 16 membered
structures) also bind several proteins in the 50S subunit (1) and this may also
contribute to their antibacterial effect. Macrolides are also known to weaken the
nonspecific binding between the ribosome and the peptidyl-tRNA promoting
disassociation (3). The mechanism of action of ketolides is similar to macrolides
and they also inhibit protein synthesis by interacting with the peptidyl transferase
site of the 50S subunit (4,5). Both macrolides and ketolides interact within domains
II and V of the 23S rRNA, binding in a 1:1 ratio. Within their binding site on the
bacterial ribosome, ketolides interact with two regions of the 23S rRNA. Telithro-
mycin binds to A752 in addition to A2058 bound by erythromycin and other
macrolides and azalides (Fig. 1) (7,8). Blurry vision, unmasking and worsening of
myasthenia gravis and acute hepatotoxicity have been noted with use of telithro-
mycin. This has led to loss of its indication for AECB and acute bacterial sinusitis.
Though it still has an indication for CAP, it is not to be used in patients with
myasthenia gravis. In the latest CAP guidelines, final recommendations for
telithromycin are pending safety evaluation by the FDA (93).

The ketolides display a higher affinity than macrolides for forming interac-
tions with the ribosome (9,10). Ketolides also have a significant inhibitory effect on
the formation of the 50S ribosomal subunits (4,11). Ketolides have been shown to
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FIGURE 1 Within their binding site on the bacterial ribosome, ketolides interact with two regions
of the 23S rRNA. The C11, 12 carbamate extension of telithromycin additionally spans the
distance across the channel to bind with A752 in addition to A2058. (A) Secondary structures of
the nucleotides that make up the target site, with the relevant portions of domain II in blue on the
left and those of domain V in green on the right. (B) Cross-section of the ribosomal tunnel, showing
erythromycin (orange) bound within the macrolide- and ketolide-binding site. (C) Stereo view
showing the perspective of the domain II and V nucleotides that makes up the macrolide- and
ketolide-binding site. Source: From Ref. 6.
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accumulate at a greater rate than macrolides in bacterial cells (10). New guidelines
for the treatment of CAP were released by the ATS, IDSA, and CDC in March 2007
(93). The guidelines have not been changed significantly from previous guidelines,
Ertapenem was added as an acceptable b-lactam alternative for hospitalized
patients with risk factors for gram-negative infections other than Pseudomonas.

The 14 and 15 membered ring structures in the macrolide, azalide, and
ketolide classes have anti-inflammatory properties in addition to their antibacter-
ial effects. Josamycin, which is a 16-membered agent available in Europe, appears
to lack anti-inflammatory activity. Anti-inflammatory effects of macrolides are
mediated via prevention of the production of proinflammatory mediators and
cytokines (12,13) and appear to promote healing processes in chronic respiratory
diseases (14,15). In a multicenter, randomized, double-blind, placebo-controlled
trial in the United States, azithromycin was found to improve pulmonary function
and reduce the number of pulmonary exacerbations in cystic fibrosis patients (16).
Similarly, ketolides have been shown to decrease inflammation and neutrophil
recruitment in response to heat-killed S. pneumoniae in animal models and in vitro
(17–19); however, additional studies are required to determine if the benefit in this
group of patients is due to the antibacterial or anti-inflammatory properties of
these agents. On the other hand, there is concern for development of bacterial
resistance with long-term use of these drugs and well-designed trials are needed
to answer these questions more definitively.

MICROBIOLOGICAL ACTIVITY WITH SPECIAL REFERENCE TO
RESPIRATORY TRACT PATHOGENS

While macrolides, azalides, and ketolides have in vitro activities against numerous
pathogens, this section will focus on their activity against respiratory tract patho-
gens. In the United States, erythromycin, clarithromycin, dirithromycin, azithro-
mycin, and telithromycin are approved for use against S. pneumoniae, H. influenzae,
Haemophilus parainfluenzae, M. catarrhalis, C. pneumoniae, and M. pneumoniae. In the
United States, a growing proportion of S. pneumoniae are multidrug resistant,
manifesting resistance to both penicillins and macrolides. Approximately 28% of
S. pneumoniae are therefore defined resistant to erythromycin, clarithromycin,
dirithromycin, and azithromycin (20). Both clarithromycin and azithromycin have
variable efficacy against H. influenzae (61–95% isolates susceptible to clar-
ithromycin) though azithromycin was more active than clarithromycin, at least for
isolates from North America (21). European surveillance shows that susceptibility
patterns of H. parainfluenzae are similar to H. influenzae (22). These surveys
however do not take into account the activity of 25-hydroxy clarithromycin, which
is an active in vivo metabolite of clarithromycin and a potent inhibitor of
Haemophilus. Nearly all strains of M. catarrhalis are susceptible to clarithromycin
and azithromycin. However the breakpoints in these studies are extrapolated from
H. influenzae (23,24). Finally, the macrolides and azalides are very active against
atypical organisms such as M. pneumoniae and C. pneumoniae though a correlation
between in vitro activity and clinical response is yet to be demonstrated (25,26).
The ketolides have good activity against these same respiratory tract pathogens.
They are also active against erythromycin-resistant S. pneumoniae regardless of
resistance mechanism with minimum inhibitory concentration (MIC)90 �0.12mm/
mL. In a recently published trial, 772 pediatric isolates from children with
community-acquired respiratory tract infections (PROTEKT Global Surveillance
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1999–2000), all S. pneumoniae were susceptible to telithromycin (27). Similarly, in a
large U.S. study (PROTEKT US Year 2 2001–2002), though 27.9% of S. pneumoniae
isolates were macrolide (erythromycin)-resistant and 96.4% or more of the macro-
lide-resistant isolates were susceptible to telithromycin, regardless of resistance
mechanism (20). The ketolides also have good activity against nonpneumococcal
Streptococcus spp. and may be more active than either clarithromycin or azithro-
mycin. They are active against some erythromycin-resistant strains of Streptococcus
pyogenes but not with ermB resistance genotype (28,29). Ketolides are active against
Corynebacterium diphtheriae and Listeria monocytogenes, have variable activity
against Enterococcus spp. (not active against Enterococcus faecium) and other
Corynebacterium spp., and have poor activity against erythromycin-resistant
Staphylococcus aureus and coagulase-negative Staphylococcus spp (29). Finally, keto-
lides have good activity against H. influenzae, M. catarrhalis, Neisseria spp.,
Bordetella pertussis (29–32) and atypical pathogens M. pneumoniae, Ureaplasma
urealyticum, and L. pneumophila (33–37). The in vitro activities (MIC50, MIC90 and
the range reported in the literature) of clarithromycin, azithromycin, telithromycin,
and ABT-773 against S. pneumoniae are shown in Table 1 (38).

EPIDEMIOLOGY AND MECHANISM OF RESISTANCE WITH SPECIAL
REFERENCE TO STREPTOCOCCUS PNEUMONIAE

Macrolide resistance is well documented for several pathogens. As with peni-
cillin resistance, the prevalence of macrolide resistance has increased markedly in
S. pneumoniae in the last decade. Twenty-six percent of S. pneumoniae isolates and
75% of penicillin-resistant S. pneumoniae isolates in the United States are resistant
to macrolides (39,40). Similar rates are reported from countries in Europe, Asia,
and South America (41). The most common resistance mechanism in gram-positive
cocci is mediated by mef-encoded efflux or erm-encoded methylation of 23S rRNA.
Efflux resistance in S. pneumoniae and S. pyogenes is encoded by mefA whereas
ribosomal methylation is encoded by ermB in S. pneumoniae and ermA and ermB in
S. pyogenes (42). Less common mechanisms include mutations in the ribosomal
proteins or RNA (43). The mefA pump confers resistance to 14- and 15-member
macrolides, but not to 16-member macrolides (e.g., spiramycin and josamycin),
clindamycin, or streptogramins. This mechanism results in low- to mid-level
resistance, with MICs for erythromycin between 1 and 32mg/mL. The ermB
mechanism may be constitutively or inducibly expressed in S. pneumoniae and
results in high-level macrolide resistance (i.e., erythromycin MICs �64mg/mL)
and cross-resistance with lincosamides such as clindamycin and streptogramins
(so-called “MLS” resistance) due to overlapping binding sites. The prevalence of
the S. pneumoniae macrolide resistance mechanisms varies by geography. While
the efflux mechanism accounts for more than two-thirds of resistant isolates in
North America, it accounts for less than 20% in Europe and South Africa (41). The
dramatic rise in S. pneumoniae macrolide resistance in the United States during the
last decade is attributable primarily to the efflux mechanism (44,45). Nearly all
strains of H. influenzae have an intrinsic macrolide efflux pump (46).

Ketolides were designed to overcome these resistance mechanisms. Efflux-
mediated resistance is less effective against ketolides because they are poor
substrates for the efflux pumps. Within their binding site on the bacterial ribo-
some, ketolides interact with two regions of the 23S rRNA. Telithromycin binds to
A752 in addition to A2058 bound by erythromycin and other macrolides and
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azalides (7,8). In addition, ketolides lack the capacity to induce erm expression and
therefore are active against inducibly resistant macrolide strains (11). For these
reasons, ketolides retain their activity against most S. pneumoniae regardless of
their erythromycin susceptibility and are active against isolates constitutively
expressing ermB (28,47). S. pneumoniae is less likely to develop resistance when
exposed to ketolides than to macrolides (48,49). Clinically, this would mean that
though ketolides will become inactive against other gram-positive organisms due
to selection of constitutive erm expression, they may remain active against
S. pneumoniae longer.

PHARMACOKINETIC AND PHARMACODYNAMIC PROPERTIES

While in vitro microbiological parameters are important, there are limitations to
clinical inferences drawn about in vivo activity of an antimicrobial agent based
upon its MIC against a pathogen. Effective in vivo activity can be achieved despite
the pathogen being defined as nonsusceptible in vitro. As with b-lactams, the time
above MIC correlates best with efficacy for erythromycin and clarithromycin and
optimal efficacy is obtained when the time above MIC is greater than 40% of the
dosing interval (50). However, for azithromycin, area under the curve (AUC)/MIC
appears to be the most important parameter with the ratio exceeding 25 for optimal
efficacy (51). A 500 mg oral dose of clarithromycin produces a Cmax around 2.5mg/
mL, with a half-life of six hours (52) with expected serum levels to exceed 1mg/mL
[the National Committee for Clinical Laboratory Standards (NCCLS) susceptibility
breakpoint for full resistance to erythromycin and clarithromycin)] for greater than
50% of the 12-hour dosing interval. On the other hand, a 500 mg oral dose of
azithromycin achieves a Cmax of only 0.4mg/mL and an AUC of 4.5 mg h/mL (52).
Therefore the target AUC/MIC ratio for optimal efficacy is obtainable in serum
only as long as the MIC of the infecting isolate is less than 0.25mg/mL, which is
less than the current NCCLS breakpoint of 0.5mg/mL or less for full resistance to
azithromycin. However, through exceptional tissue penetration, macrolides may
achieve concentrations at the site of infection, which are substantially greater than
serum levels. This is especially relevant for extracellular pathogens such as S.
pneumoniae. In pneumonia, antimicrobial levels in the alveolar epithelial lining fluid
(ELF) are thought to be more important in determining therapeutic efficacy than
serum levels (53–55). In normal volunteers, steady-state concentrations of both
clarithromycin and azithromycin in the ELF are significantly higher than in serum
(56,57). After repeated doses, mean clarithromycin concentrations may exceed
32mg/mL in the ELF and may be another 10-fold higher inside alveolar macro-
phages (AM) six hours postdose. At 24 hours postdose, levels in ELF and AM are
approximately 4.5 and 100mg/mL, respectively. Although, azithromycin does not
concentrate as well in the ELF (1–2mg/mL in normal volunteers), it is heavily
concentrated intracellularly (56). In addition, studies suggest that azithromycin is
delivered to the site of infection by leukocytes leading to higher concentrations at
the site of action in the presence of inflammation (58–60). Clarithromycin undergoes
extensive first-pass metabolism involving the cytochrome P450 system. It is primar-
ily excreted through the liver and kidneys in a nonlinear, dose-dependent manner
accounting for disproportionate increases in Cmax and AUC with increasing doses.

Data suggest that like azithromycin, AUC/MIC may be the most important
parameter for telithromycin. Telithromycin is approximately 60% bioavailable and a
single oral dose of 800 mg produces a Cmax of 1.90 to 2.27mg/mL in approximately
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one hour after ingestion with a half-life of about 7.2 hours (61,62). The plasma levels
achieved for both telithromycin and ABT-773 are above the MICs for most common
respiratory pathogens with the possible exception of H. influenzae. Ketolides are
more lipophilic than macrolides and like macrolides penetrate extensively into tissue
and fluids (9). They also have excellent uptake by leukocytes (63). The tissue/
plasma or fluid/serum ratios for telithromycin are greater than 1 suggesting that
like macrolides, their activity may not correlate with serum drug concentrations.
Again, like macrolides, ketolides are primarily metabolized by the cytochrome P450
system. The terminal half-life of telithromycin after a single dose of 800 mg is 7.2
hours, allowing it to be dosed once-daily (61). It is eliminated via various pathways
and only 13% is excreted unchanged in the urine. No dosage adjustment is therefore
required in patients with mild to moderate renal impairment.

IN VIVO ACTIVITY, ANIMAL MODELS

Pulmonary infection of neutropenic mice with clarithromycin susceptible and low-
level mefA-mediated resistant S. pneumoniae responded well to clarithromycin.
However, clarithromycin failed against pulmonary and thigh infections in mice by
erm-mediated resistant S. pneumoniae (64,65). Both telithromycin and ABT-773
achieved bactericidal activity against S. pneumoniae in animal models. This activity
was higher than macrolides against erythromycin-resistant S. pneumoniae though like
clarithromycin, telithromycin was less effective against the highly erythromycin-
resistant S. pneumoniae (66).

PHARMACOKINETIC/PHARMACODYNAMIC RELATIONSHIP, IN VIVO
IN VITRO PARADOX WITH PNEUMOCOCCAL RESPIRATORY TRACT
INFECTIONS

Although breakthrough bacteremia with resistant isolates during or immediately
following macrolide therapy have been reported, most occurred in out-patient
settings with oral macrolide therapy (67–75). However, macrolide pharmacokinetics
suggests that they are highly concentrated in the tissues and tissue fluid espec-
ially if they are inflamed. Therefore clarithromycin/azithromycin may be effective
for pneumonia caused by S. pneumoniae with lower levels of resistance (MICs
<32mg/mL). In fact, there are inadequate data to determine whether in vitro
macrolide resistance predicts adverse treatment outcomes. Mortality for macrolide
nonsusceptible versus susceptible infections and for discordant versus concordant
antimicrobial therapy for S. pneumoniae was similar in the only prospective study
where such comparisons were made (76). In contrast to lower levels of resistance,
MICs associated with ermB-mediated resistance are often 128mg/mL or more. This
level is far greater than levels routinely achieved in serum or ELF and would
therefore be expected to be clinically relevant. However, this mechanism accounts
only for a minority of macrolide resistance in North America, suggesting that
macrolides may be effective for macrolide-resistant S. pneumoniae pulmonary infec-
tions in the United States. More information is needed from clinical trials and other
studies to settle these questions. Therefore, as per the recent Infectious Disease
Society of America (IDSA) guidelines, macrolides are recommended as monother-
apy for uncomplicated outpatients, such as those who were previously healthy and
not recently treated with antibiotics. However, a macrolide plus a b-lactam is
recommended for initial empiric treatment of outpatients with underlying disease,
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age 65 years or more, and exposure to antibiotics in the previous three months and
for hospitalized patients (77).

FOOD AND DRUG ADMINISTRATION APPROVED INDICATIONS, CLINICAL
TRIALS FOR USE IN RESPIRATORY INFECTIONS, AND DOSING REGIMENS

Macrolides are effective against a number of upper and lower respiratory tract
infections in adults and pediatrics. Clarithromycin, for example, is approved for
pharyngitis/tonsillitis due to S. pyogenes, acute maxillary sinusitis, acute exacerbation
of chronic bronchitis (AECB), and community-acquired pneumonia (CAP). Dirithro-
mycin is approved for pharyngitis/tonsillitis, acute bronchitis (bacterial), AECB, and
CAP in adults and children 12 or more years of age. Azithromycin is widely used for
similar indications in both adults and pediatrics. Macrolides and azalides are known
to have gastrointestinal adverse effects. Erythromycin is a risk factor for causing
infantile hypertrophic pyloric stenosis after maternal postnatal use of macrolides (78).
Another serious concern with oral erythromycin is the prolongation of cardiac
repolarization associated with torsades de pointes. Because erythromycin is extensively
metabolized by cytochrome P-450 3A (CYP3A) isozymes, commonly used medications
that inhibit CYP3A (e.g., statins) may increase plasma erythromycin concentrations,
thereby increasing the risk of ventricular arrhythmias and sudden death (79).

Telithromycin is the only ketolide currently approved for clinical use.
Although it has been approved in several European countries for a few years, it
was recently approved by the FDA in the United States for patients aged 18 years
and older to treat AECB, acute bacterial sinusitis, and mild to moderate CAP,
including those infections caused by multidrug-resistant S. pneumoniae. ABT-773 is
still in Phase III development.

Telithromycin (800 mg/once-daily for five days) was found to be clinically
and bacteriologically effective in treating AECB (80–82) and acute bacterial sinusitis
(83,84). In noncomparative trials, 800 mg once-daily telithromycin for 7 to 10 days
was 92.9% to 93.6% effective in achieving clinical cure in adults with mild to
moderate or acute/hospitalized CAP (85–87). In comparative trials with the same
regimen, telithromycin achieved clinical cure in 94.6%, 88.3%, and 90.0% compared
to 90.1%, 88.5%, and 94.2% with high-dose amoxicillin, clarithromycin, and trova-
floxacin for adults with CAP (88–90). Pooled analysis of data from eight clinical
trials in patients with CAP showed high clinical cure rates in patients infected with
S. pneumoniae (94%), H. influenzae (90%), M. catarrhalis (88%), and other pathogens
such as M. pneumoniae (97%), C. pneumoniae (94%), and L. pneumophila (100%)
(91,92). Data analyzed from 3935 patients who had participated in one Japanese
Phase II study and 11 US/global Phase III (AECB, acute sinusitis, or CAP) found
telithromycin to be clinically effective against S. pneumoniae, with clinical cure rates
of 92.8% for all isolates, 91.7% for those with reduced susceptibility to penicillin G,
and 86.0% for those with reduced susceptibility to erythromycin A (87). The most
common adverse effects associated with telithromycin are gastrointestinal and
include diarrhea, nausea, and vomiting. Telithromycin is also affected by agents
altering CYP3A metabolism and care should be taken when using telithromycin
with those agents. However, as per the manufacturer’s briefing documentation to
the FDA (Ketek, March 2001), telithromycin showed no significant effect on the QT
interval when administered at therapeutic doses.

Guidelines for the treatment of CAP in adults: Four major classes of anti-
microbials are recommended for out-patient treatment of CAP and are summarized
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in Table 2. For a previously healthy patient with no recent antibiotic use, a
macrolide or doxycycline may be used. However, if antibiotics have been used
recently then a respiratory fluoroquinolone (moxifloxacin, gatifloxacin, levofloxacin,
or gemifloxacin) alone, an advanced macrolide (clarithromycin or azithromycin)
plus high-dose amoxicillin, or an advanced macrolide plus high-dose amoxicillin-
clavulanate may be used. In patients with comorbidities (COPD, diabetes, renal or
congestive heart failure, or malignancy) with no recent antibiotic therapy, an
advanced macrolide or a respiratory fluoroquinolone may be used. However,
if antibiotics have been used recently, then a respiratory fluoroquinolone alone or
an advanced macrolide plus a b-lactam may be used. For suspected aspiration with
infection, amoxicillin-clavulanate or clindamycin may be used while a b-lactam or
a respiratory fluoroquinolone should be used where bacterial superinfection is
suspected with influenza virus.

With the emergence of macrolide resistance, ketolides provide coverage
against the most common causative organisms, including infections caused by
multidrug-resistant S. pneumoniae and atypical pathogens. They will therefore
become very useful for treatment of CAP and other respiratory tract infections.
In addition, due to the relative protection for development of resistance and

TABLE 2 Four Major Classes of Antimicrobials Are Recommended for Out-Patient
Treatment of CAP

Antimicrobial class Advantages Disadvantages

Macrolides and
azalides

Active against most common
pathogens, including atypical
agents; achieve high tissue and ELF
concentrations; clinical trials have
shown efficacy consistently;
clarithromycin and azithromycin can
be given once-daily

Macrolide resistance is high and
increasing; breakthrough
pneumococcal bacteria with
macrolide-resistant strains
more common than other
classes

b-Lactams Amoxicillin active against 90–95% of
Streptococcus pneumoniae strains
when used at a dosage of 3–4 g/day
or 90–100 mg/kg/day; amoxicillin-
clavulanate covers b-lactamase–
producing organisms; oral II
generation cephalosporins active
against 75–85% of S. pneumoniae
and virtually all H. influenzae

Lacks activity against atypical
agents; high doses lead to
more gastrointestinal
intolerance; amoxicillin is more
predictably active against
S. pneumoniae

Doxycycline Active against 90–95% of strains of
S. pneumoniae; also active against
Haemophilus influenzae and atypical
agents

Limited use in pediatric patients;
limited published clinical data
on CAP

Fluoroquinolones
(gatifloxacin,
levofloxacin,
moxifloxacin,
and gemifloxacin)

Active against >98% of S. pneumoniae
strains in the United States,
including penicillin-resistant strains;
active against H. influenzae, atypical
agents; shown to be consistently
efficient with significantly better
outcomes than other classes; can
be given once-daily

Limited use in pediatric patients;
concern for abuse with risk of
increasing resistance by
S. pneumoniae including
clinical failures attributed to
emergence of resistance
during therapy and selection of
strains that are usually resistant
to macrolides and b-lactams
as well

Abbreviations: CAP, community-acquired pneumonia; ELF, epithelial lining fluid.
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cross-resistance, both in vitro and in vivo, ketolides are an attractive option for
empirical treatment of respiratory tract infections. Joint CAP guidelines from the
IDSA and the American Thoracic Society are expected in 2005 and it is anticipated
that this guideline will address the question of how telithromycin should opti-
mally be used in the management of out-patient CAP.
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METRONIDAZOLE
Pharmacology
Metronidazole [1-(2-hydroxyethyl)-2-methyl-5-nitroimidazole], a nitroimidazole
antimicrobial, was introduced in 1960 and rapidly became the treatment of choice
for Trichomonas vaginalis (1). Metronidazole has been used clinically for over 40
years and was initially regarded as an antiprotozoal agent, used for such infec-
tions as trichomoniasis, amebiasis, and giardiasis. Several years later, in the 1970s,
the antibacterial activity of metronidazole versus obligate anaerobes was realized
(2–5). Since that time, metronidazole has been used extensively for a multitude of
anaerobic infections, such as those involving Clostridium difficile and Bacteroides
spp. As metronidazole has been in use for over four decades, a superfluity of
references concerning basic knowledge about metronidazole, including the
mechanism of action, spectrum of activity, pharmacokinetics, adverse drug effects,
clinical uses, and resistance exist, but pharmacodynamic data are lacking.

Although metronidazole is known to exhibit bactericidal activity against obli-
gate anaerobes, the mechanism of action has not been clearly explicated. Metronida-
zole, a prodrug, must undergo intracellular nitroreduction in order to become
active. Therefore, in the unchanged form, metronidazole is not pharmacologically
active (1). The cytotoxic intermediates that are formed during reduction are thought
to be accountable for killing the bacterial cells. Metronidazole possesses activity
versus both dividing and nondividing cells because the reduction process depends
on ongoing energy metabolism but not on cell multiplication (1).

Antimicrobial Spectrum
Anaerobic bacteria of the Bacteroides fragilis group are typically regarded as the
most clinically significant anaerobic pathogens due to the presence of multidrug-
resistance and the frequency with which they are involved in infectious diseases,
many of which are polymicrobial in nature. Another clinically significant anaerobe
is C. difficile, which is a frequent cause of nosocomial diarrhea and/or pseudomem-
branous colitis, termed C. difficile–associated diarrhea (CDAD) (6). Metronidazole is
highly effective versus both of these medically relevant anaerobes. Furthermore,
metronidazole possesses antibacterial activity against Peptostreptococcus, Prevotella
spp., Fusobacterium spp., and Porphyromonas spp. among others (6,7).
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While metronidazole exhibits activity against multiple obligate anaerobes, the
drug is not considered to be active against aerobic bacteria. Conversely, some
researchers argue that metronidazole exhibits activity against Escherichia coli when
present in a mixed infection with B. fragilis (8,9). Interestingly, Chrystal et al. found
increased effectiveness of metronidazole against B. fragilis in the presence of E. coli
(10). The authors hypothesize that this effect may have been due to the ability of
cytotoxic intermediates to be formed in the E. coli and to diffuse into the medium
to kill the Bacteroides spp. These differences in activity could not be confirmed in a
more recent mixed infection study (11). However, the relationships between the
various microorganisms and the different antibiotics involved in polymicrobial
infections are difficult to separate.

Pharmacokinetics
Metronidazole is almost completely absorbed, with a bioavailability of over 90%,
when given via the oral route (12). Metronidazole is a fairly small molecular entity
with a molecular weight of 171.16 (13). The protein binding of metronidazole is low
(<20%), and the steady state volume of distribution in adults is 0.51 to 1.1 L/kg
(12,13). The elimination half-life of metronidazole is approximately 6 to 12 hours
(13,14). Metronidazole undergoes metabolism in the liver to form five known
metabolites. The two major metabolites of metronidazole are the hydroxy metabolite
[1-(2-hydroxyethyl)-2-hydroxymethyl-5-nitroimidazole] and the acid metabolite
(2-methyl-nitroimidazole-1-acetic acid). The hydroxy metabolite exhibits 30% to 65%
of the anaerobic activity of the parent compound (12).

Resistance
Worldwide metronidazole resistance among anaerobes is estimated to be <5%
(15,16). In a recent multicenter study in the United States, all of the 2673 isolates of
B. fragilis group species studied were susceptible to metronidazole [minimum
inhibitory concentration (MIC) <8 mg/L] (15). In another study of 542 blood
isolates of the B. fragilis group, metronidazole was the only agent that was active
against all of the tested isolates (17). Of note, one study found that exposure to
low levels of metronidazole (4 mg/L) increased both the virulence and the
viability of the exposed B. fragilis group species (18).

Four genes (chromosomally-borne nimB and plasmid-borne nimA, nimC, and
nimD) of Bacteroides spp. are commonly associated with metronidazole resistance
(19–21) The conversion of the nitro group of metronidazole to an amino group,
foregoing the formation of the toxic nitroradicals, is the proposed mechanism of
resistance mediated by these genes (19,20). Transfer of these genes has been reported
among different Bacteroides spp. and between Bacteroides and Prevotella (21).

A study conducted by Aldridge et al. found that 6% of Peptostreptococcus
isolates were not susceptible to metronidazole (7). Peláez et al. documented that
6.3% of the studied 415 C. difficile isolates were resistant to metronidazole when
using a resistance breakpoint of �32 mg/L (22). Conversely, no resistance to
metronidazole was found among 186 C. difficile isolates from a geriatric population
in a more recent study conducted by Drummond et al. (6).

Pharmacodynamics
The notion of pharmacodynamics materialized much after the standard dosing
regimen for metronidazole (500–1000 mg q6–8h) was established. The bactericidal
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activity of metronidazole is concentration dependent, and metronidazole exhibits a
prolonged postantibiotic effect (PAE) (>3 hours) after single doses (12,23–25). A
combination of these factors, along with a long half-life and a favorable safety
profile, provides for much manipulation of metronidazole dose and dosage inter-
val. Because of these pharmacokinetic and pharmacodynamic characteristics, more
convenient regimens of larger doses (e.g., �1500 mg) given every 12 hours or once
daily are feasible and appear to result in similar bactericidal activity (23,24,26).

Four metronidazole dosing regimens, including a once-daily regimen and a
standard thrice-daily regimen, were evaluated in an in vitro pharmacodynamic
model to compare their activity against Bacteroides spp (24). All of the studied
regimens achieved �99.9% reduction in bacterial load, which equates to bacterici-
dal activity, by 12 hours. No differences were reported for the rate or the extent of
bacterial killing for the four regimens, leading to the conclusion that the once-daily
regimen and the standard thrice-daily regimen were equally effective.

In a more recent study, three regimens of metronidazole, 500 mg q8h, 1000 mg
once daily, and 1500 mg once daily, were studied in combination with levofloxacin
in 18 healthy volunteers (26). Bactericidal activity was evaluated against various
B. fragilis group spp., Peptostreptococcus asaccharalyticus, and E. coli. The investiga-
tors found that the regimens resulting in the same total daily dose of metronidazole
(500 mg q8h and 1500 mg once daily) produced similar activity against the tested
anaerobes.

Although resistance to metronidazole among anaerobes remains low (16), it
should always be a concern. Interestingly, a recent study analyzed the kill-kinetics
of various antimicrobials, including metronidazole, against strains of B. fragilis
with varying resistance patterns, two of which were metronidazole resistant (MIC
>256 mg/L) (27). Surprisingly, the metronidazole resistant strains were killed by
metronidazole when concentrations of 16 mg/L or more were utilized. Perhaps a
more clear understanding and application of pharmacodynamics to metronidazole
dosing may further elucidate this phenomenon.

Clinical Application
Clinical Uses of Metronidazole for Anaerobic Infections
Metronidazole’s high oral bioavailability, low potential for selecting for vancomy-
cin-resistant Enterococcus, and low cost make it the drug of choice for CDAD
(6,22). Nonetheless, recent data suggest that metronidazole should not be empiri-
cally recommended for CDAD because of the unnecessary antibiotic exposure and
selection pressure for those patients in whom C. difficile is not the causative agent
(28). Metronidazole has been used successfully to treat a variety of anaerobic
infections, including bacteremia, endocarditis, meningitis, brain abscesses, and
mixed aerobic–anaerobic infections, although the addition of an antibiotic effective
against aerobic bacteria is necessary for the latter (2,3,5,13,29,30).

Toxicity and Adverse Reactions
Gastrointestinal disturbances, including mild nausea, a bad/metallic taste in the
mouth, or furring of the tongue, are the most common adverse events occurring
with standard dosing of metronidazole (13). Vaginal and/or urethral burning,
dark/discolored urine, and central nervous system symptoms, such as headache,
ataxia, vertigo, somnolence, and depression, occur very rarely with metronidazole
use (31). Metronidazole is known for causing a disulfiram-like reaction with the
concurrent ingestion of alcohol (31). However, Visapää et al. reported a lack of
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disulfiram-like properties of metronidazole when given concomitantly with etha-
nol (32), and this reaction has also been disputed by others (33).

Summary
After more than 40 years of clinical use, metronidazole remains a mainstay in the
treatment of anaerobic infections. Metronidazole has an excellent pharmacokinetic
profile, with low protein binding, good oral bioavailability, and a long half-life.
Although metronidazole has been in use for many years, resistance of anaerobes
to metronidazole remains under 5%, which further cements metronidazole’s role
in the treatment of infections due to anaerobes. The dosing regimens of metroni-
dazole were formulated before pharmacodynamics emerged as a science, but
metronidazole’s concentration-dependent bactericidal activity, prolonged PAE,
and favorable pharmacokinetic and safety profiles allow for dosing manipulation
toward more convenient regimens (e.g., �1500 mg every 24 hours).

CLINDAMYCIN
Pharmacology
Clindamycin (7-chloro-7-deoxylincomycin), a lincosamide antibiotic, has been used
clinically for over 30 years. Clindamycin exerts an antibacterial effect through the
inhibition of protein synthesis by binding to the 50S ribosomal subunit. Clindamy-
cin is used for various gram-positive and anaerobic infections, and is an option for
patients who are allergic to b-lactams. Clindamycin’s use in anaerobic infections is
the focus of this chapter. As in the case of metronidazole, a plethora of information
regarding basic knowledge about clindamycin exist, although pharmacodynamic
data are sparse.

Antimicrobial Spectrum
Clindamycin exhibits antimicrobial activity versus various aerobic gram-positive
organisms as well as gram-positive and gram-negative anaerobic bacteria (34).
Similar to metronidazole, clindamycin is effective against the clinically important
anaerobe, Bacteroides spp. Additionally, clindamycin possesses antibacterial activ-
ity against Peptostreptococcus, Fusobacterium spp., Propionibacterium spp., Eubac-
terium spp., Actinomyces spp., and most strains of C. perfringens among others.

Pharmacokinetics
When given orally, clindamycin is well absorbed, with a bioavailability of approxi-
mately 90%. Clindamycin is highly protein bound (>90%), and the steady state
volume of distribution in adults is approximately 0.79 L/kg (35). The elimination
half-life of clindamycin is approximately 2 to 2.4 hours (34,35). Moreover, clinda-
mycin undergoes metabolism in the liver to form active metabolites (34). Although
the use of clindamycin in AIDS patients is not discussed in this chapter, one should
recognize that the pharmacokinetic parameters are significantly different in AIDS
patients, for both intravenous and oral administration (35).

Resistance
Resistance is the primary concern with the use of clindamycin. A study evaluating
the susceptibility of 186 C. difficile isolates to clindamycin reported that 66.7% of the
isolates were resistant and 24.7% were intermediately resistant (6). Moreover,
approximately 22% of B. fragilis group spp. are considered to be resistant to
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clindamycin (15,17). Of note, Aldridge et al. found that clindamycin-intermediate
or -resistant isolates are more likely to have decreased susceptibility to other agents
(17). However, this effect does not seem to hold true with metronidazole. In other
words, clindamycin-intermediate or -resistant isolates do not show decreased
susceptibility to metronidazole.

Pharmacodynamics
Although clindamycin has been in clinical use for several years, relatively little
was known about its pharmacodynamic properties against anaerobic bacteria until
recently. Klepser et al. evaluated the activity of clindamycin against B. fragilis in
an in vitro model and found that clindamycin exhibited concentration-indepen-
dent activity (36). This differs from the findings of an earlier study conducted by
Aldridge and Stratton in which the investigators reported concentration-depen-
dent activity for clindamycin against B. fragilis (37). However, the latter studied a
much smaller range of antibiotic concentrations and also reported concentration-
dependent activity of two cephalosporins, which are well-documented concentra-
tion-independent agents.

The findings of Klepser et al. (36) suggest that doses of 300 mg q8-12h may
be more appropriate than the standard regimens used for clindamycin, ranging
from 600 mg q6-8h to 900 mg q8h to 1200 mg q12h. A follow-up study conducted
by Klepser et al. confirmed the effectiveness of a 300 mg q8-12h dosing regimen
against B. fragilis by obtaining serum inhibitory and bactericidal titers from 12
healthy volunteers (38). Although aerobic infections are not discussed in this
chapter, similar findings have been found with clindamycin against Staphylococcus
aureus and Streptococcus pneumoniae (39). Less drug exposure, decreased likelihood
of adverse events, and lower cost are three of the many advantages of using a
lower total dose of clindamycin.

Summary
Like metronidazole, clindamycin has been in use for a number of years. Clinda-
mycin is used for anaerobic bacterial infections of the abdomen, bone, lung, skin
and skin structures, and pelvis. Moreover, clindamycin is often used for the
treatment of gram-positive infections and in patients who cannot tolerate b-
lactams. Resistance is of utmost importance when considering clindamycin use.
Many C. difficile and B. fragilis group isolates are resistant to clindamycin, and
such isolates have a higher likelihood of having decreased susceptibility to other
agents as well. Recent pharmacodynamic studies have demonstrated concentra-
tion-independent bactericidal activity with clindamycin, suggesting a dosing regi-
men of 300 mg every 8 to 12 hours may be more appropriate than the currently
recommended regimens (36,38). Utilizing this pharmacodynamic data to adjust
clindamycin dosing regimens would translate into less antibiotic pressure, which
may help to prevent the development of further resistance.
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INTRODUCTION

With the rapid emergence of both vancomycin-resistant enterococci (VRE) and
methicillin (oxacillin)-resistant Staphylococcus aureus (MRSA) beginning in the late
1980s, new agents with antibacterial activity against these pathogens were avidly
sought (1). The first agents developed in the 1990s to address this medical need
were the streptogramin combination quinupristin-dalfopristin, known commer-
cially as Synercid� (2,3) and the oxazolidinone linezolid known as Zyvox� (4). Of
these two agents, linezolid has a broader set of therapeutic indications and is used
more extensively.

Streptogramins are antibiotics originating from natural products that have
been used as both human and veterinary therapeutic agents. Because of their use
in animals, resistance to these agents was already present in the environment at
the time quinupristin–dalfopristin was introduced clinically. In contrast, with the
introduction of linezolid, the oxazolidinones have been hailed as the first novel
antibiotic class to be introduced in the past 30 years. In spite of this, enterococcal
resistance to linezolid arose rather rapidly upon extended therapy, but resistance
in the staphylococci has been slow to emerge. Although both agents have inherent
toxicities associated with their use, they have both been used to treat a variety of
infections caused by gram-positive pathogens. In this chapter, their microbiologi-
cal attributes, together with their pharmacokinetic (PK) and pharmacodynamic
(PD) properties, will be described.

STREPTOGRAMINS
Structures
The streptogramin antibiotics in clinical use or in development consist of a mixture
of two structurally distinct compounds, one belonging to the Group A streptogra-
mins and the other to the Group B streptogramins. The Group A streptogramins,
which include the semisynthetic derivative dalfopristin are macrocyclic polyke-
tide-amino acid hybrids. They are typified by the presence of a 2,4-disubstituted
oxazole and an (E,E)-allylic dienamide functionality (Fig. 1).

Quinupristin is a member of the Group B streptogramin class of antibiotics,
which are cyclic depsipeptides with a characteristic ester linkage between the
C-terminal L-phenylglycine residue and L-threonine at the amino terminus. Addi-
tionally, the amino terminus is capped with a 3-hydroxypicolinic acid moiety that
appears to be involved in binding of divalent cations (Fig. 1) (5).

Although certain naturally occurring streptogramins had been used as oral
antibiotics since the 1960s, their physicochemical properties made them unsuitable
for intravenous administration. Synthetic modification of the natural products
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pristinamycin IIA and pristinamycin IA by chemists at Rhone-Poulenc afforded
dalfopristin and quinupristin, respectively, the components of RP-59500, each of
which contains a protonatable amine to enhance aqueous solubility (6). Interest-
ingly, one of the primary metabolites of dalfopristin in humans is pristinamycin IIA
(Fig. 1), the natural product from which dalfopristin was derived chemically (7).

Mechanism of Action
Both the Group A and the Group B streptogramins bind to the bacterial 50S
ribosomal subunit and inhibit protein synthesis by interfering with the elongation
cycle (8). Group A streptogramins block peptide bond formation by interfering with
the proper positioning of aminoacyl-tRNA and peptidyl-tRNA at the A and P sites
within the peptidyl transferase center of the ribosome (9). Antibiotic binding occurs
only when both donor and acceptor sites are free of bound substrate. Thus, Group
A streptogramins do not inhibit the function of ribosomes actively engaged in
protein synthesis (10). The Group A streptogramins have been reported to inhibit the
function of bacterial ribosomes even after dissociation from the peptidyl transferase
center, thereby producing an extended postantibiotic effect (PAE) (11). Group B
streptogramins cause the premature dissociation of peptidyl-tRNA from the ribo-
some in a manner similar to that of macrolide antibiotics such as erythromycin A
(12). Biochemical experiments have shown that erythromycin A can readily displace
virginiamycin S (a Group B streptogramin) from Escherichia coli ribosomes (13).
Furthermore, methylation of adenine residue A2058 of 23S rRNA (E. coli numbering
system) by the erythromycin ribosomal methylase renders ribosomes resistant to
both macrolides and streptogramin B antibiotics (MLSB resistance), providing addi-
tional evidence that the binding sites of these antibiotics overlap (14).
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FIGURE 1 Molecular structures of the streptogramins quinupristin, dalfopristin, and pristinamycin IIA.
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The Group A and Group B streptogramins act synergistically to inhibit
bacterial growth and are marketed as a combination product (e.g., Synercid,
quinupristin–dalfopristin). The activity of the quinupristin–dalfopristin combination
is generally about 10-fold higher than the activity of either drug alone, depending
on the bacterial strain (15). Although each of the components is bacteriostatic on its
own, the combination is bactericidal against staphylococci and streptococci (16).
Early binding experiments had shown that preincubation of ribosomes with
virginiamycin M (Group A streptogramin) led to a 5- to 10-fold increase in the
association constant of the ribosomes for virginiamycin S (Group B streptogramin)
(11). Affinity for virginiamycin S increased in the presence of virginiamycin M, not
only for wild-type ribosomes but also for ribosomes resistant to Group B strepto-
gramins due to methylation of A2058 (17). It is now generally accepted that the
synergistic activity between Group A and Group B streptogramins is due, at least
in part, to a conformational change upon binding Group A streptogramins, which
increases the affinity of the ribosome for the Group B component.

Many of the mechanistic conclusions drawn from the results of early
biochemical experiments have been corroborated by recent crystal structures of
virginiamycin M bound to the large ribosomal subunit of Haloarcula marismortui
and quinupristin–dalfopristin bound to the 50S ribosomal subunit of Deinococcus
radiodurans (18,19). Both virginiamycin M and dalfopristin bind within the peptidyl
transferase center, contacting nucleotides that comprise the A and P sites. Interest-
ingly, dalfopristin was shown to induce a nonproductive, yet stable, conforma-
tional change of the universally conserved nucleotide U2585 within the peptidyl
transferase center of D. radiodurans, possibly accounting for the prolonged effect of
Group A streptogramins on ribosomal function (19). Quinupristin binds to the
entrance of the peptide exit tunnel of the ribosome, in a similar fashion as the
macrolide antibiotics, where it acts to block the passage of the nascent peptide
chain during the translocation step (19). The synergistic activity of quinupristin and
dalfopristin appears to be a consequence of hydrophobic interactions between the
two streptogramin components as well as cooperative positioning of nucleotide
A2062 to insure optimal antibiotic binding (19).

Clinical Use
Quinupristin–dalfopristin is currently the only streptogramin combination
approved by the Food and Drug Administration (FDA) for therapeutic use in
humans. It is indicated for the treatment of patients with serious or life-threatening
infections associated with vancomycin-resistant Enterococcus faecium bacteremia.
Quinupristin–dalfopristin has also been approved for treatment of complicated
skin and skin-structure infections caused by S. aureus (methicillin-susceptible) or
Streptococcus pyogenes (20).

In Vitro Susceptibility
Quinupristin–dalfopristin is active against most antibiotic-susceptible or multi-
drug-resistant staphylococci, irrespective of the associated mechanisms of resis-
tance. Synergy of the streptogramin combination is maintained in the presence of
inducibly or constitutively expressed erm (21,22). In a comparison of MLS-suscep-
tible or erm-containing S. aureus strains, the presence of erm increased quinupristin
minimum inhibitory concentration (MIC) values up to 32-fold, while strains with
erm retained susceptibility to quinupristin-dalfopristin, with MIC values increasing
at most fourfold (Table 1).
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TABLE 1 In Vitro Activities of Quinupristin–Dalfopristin with Comparative Agents

Organism Compound N Range

MIC
(mg/mL)
MIC50 MIC90

Percentage
susceptible Refs.

Staphylococcus aureus
MLS-Sa Quinupristin 3 2 NAb NA NBc 21

Dalfopristin 3 2–4 NA NA NB 21

Q-Dd 3 0.25–0.5 NA NA Sa 21

Erm(A, B, or C) Quinupristin 13 2–64 �32 64 NB 21
Dalfopristin 13 0.5–4 NR 4 NB 21

Q-D 13 0.25–1 NR 1 Sa 21

S. aureuse

CA-MSSA Vancomycin 1592 �0.12 to 2 1 1 100 23

Ceftriaxone 1592 0.5 to >32 4 4 98.9 23

Clindamycin 1592 �0.06 to >8 0.12 0.12 94.5 23

Chloramphenicol 1592 �2 to >16 8 8 96.5 23

Ciprofloxacin 1592 �0.25 to >4 0.25 1 91.3 23

Q-D 1592 �0.25 to 2 0.25 0.5 99.9 23

CA-MRSA Vancomycin 652 0.5 to 4 1 1 100 23

Ceftriaxone 652 0.5 to >32 >32 >32 3.8 23

Clindamycin 652 �0.06 to >8 >8 >8 33.7 23

Chloramphenicol 652 �2 to >16 8 16 83.3 23

Ciprofloxacin 652 �0.25 to >4 >4 >4 15.2 23

Q-D 652 �0.25 to 1 0.5 1 100 23

N-MSSA Vancomycin 706 0.5 to 2 1 1 100 23

Ceftriaxone 706 �0.25 to >32 4 4 98.7 23

Clindamycin 706 �0.06 to >8 0.12 0.25 91.6 23

Chloramphenicol 706 �2 to >16 8 8 95.7 23

Ciprofloxacin 706 �0.25 to >4 �0.25 2 89.7 23

Q-D 706 �0.25 to 1 0.25 0.5 100 23

N-MRSA Vancomycin 548 0.25 to 2 1 2 100 23

Ceftriaxone 548 �0.25 to >32 >32 >32 3.8f 23

Clindamycin 548 �0.06 to >8 >8 >8 23.5 23

Chloramphenicol 548 4 to >16 8 16 79.6 23

Ciprofloxacin 548 �0.25 to >4 >4 >4 6.0 23

Q-D 548 �0.25 to 1 0.5 1 100 23

VISA Vancomycin 19 4 to 8 4 8 NRg 24

Daptomycin 19 1 to 8 2 8 NR 24

Q-D 19 �0.5 to 2 �0.5 �0.5 NR 24

VRSA Vancomycin 2 32, 1024 NR NR Ra 25, 26

Daptomycin 2 0.5, 1 NR NR NB 25, 26

Minocycline 2 0.12, 0.25 NR NR S 25, 26

Q-D 2 �1 NR NR S 25, 26

MS-CoNS Vancomycin 109 NR 1 2 100 27

Teicoplanin 109 NR 2 8 95.4 27

Clindamycin 109 NR 0.06 0.12 92.7 27

(Continued)
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TABLE 1 In Vitro Activities of Quinupristin–Dalfopristin with Comparative Agents (Continued)

Organism Compound N Range

MIC
(mg/mL)
MIC50 MIC90

Percentage
susceptible Refs.

Chloramphenicol 109 NR 4 8 95.4 27

Tetracycline 109 NR �4 >8 78.0 27

TMP—SMXh 109 NR 0.25 >1 82.4 27

Q-D 109 NR 0.25 0.25 100 27

MR-CoNS Vancomycin 389 NR 2 2 100 27
Teicoplanin 389 NR 2 16 90.0 27

Clindamycin 389 NR >8 >8 43.2 27

Chloramphenicol 389 NR 8 >16 59.9 27

Tetracycline 389 NR �4 >8 75.8 27

TMP-SMX 389 NR >1 >1 38.6 27

Q-D 389 NR 0.25 0.5 97.7 27

VS-Enterococcus Vancomycin 121 2–4 2 2 100 28
faecalis Teicoplanin 121 0.5 0.5 0.5 100 28

Ampicillin 121 1–64 1 1 99.2 28

Chloramphenicol 121 2–128 8 16 88.4 28

Doxycycline 121 1–32 8 16 38 28

Ciprofloxacin 121 1–64 2 64 47.9 28

Q-D 121 1–32 8 16 1.7 28

VR-E. faecalis Vancomycin 81 16–512 512 512 0.0 28
Teicoplanin 81 0.5–128 64 128 43.2 28

Ampicillin 81 1–128 1 2 97.5 28

Chloramphenicol 81 4–64 8 64 77.8 28

Doxycycline 81 1–32 8 16 35.8 28

Ciprofloxacin 81 1–64 32 64 1.2 28

Q-D 81 1–128 8 32 2.5 28

VS-Enterococcus
faecium

Vancomycin 42 2 2 2 100 28
Teicoplanin 42 0.5–1 0.5 1 100 28
Ampicillin 42 1–128 64 128 21.4 28

Chloramphenicol 42 2–32 4 8 90.5 28

Doxycycline 42 1–32 1 8 73.8 28

Ciprofloxacin 42 1–64 64 64 9.5 28

Q-D 42 0.25–16 1 4 69.0 28

VR-E. faecium Vancomycin 616 8–512 256 512 0.0 28
Teicoplanin 616 0.5–128 32 32 22.2 28

Ampicillin 616 1–256 64 128 3.2 28

Chloramphenicol 616 1–64 4 8 99.1 28

Doxycycline 616 1–32 4 16 60.7 28

Ciprofloxacin 616 8–64 64 64 0.0 28

Q-D 616 0.25–64 1 2 75.8 28

Streptococcus
pyogenes

Penicillin 117 �0.03 �0.03 �0.03 100 29
Erythromycin 117 �0.015 to >2 0.06 >2 82.1 29
Clindamycin 117 �0.25 to >1 �0.25 �0.25 94.9 29

Daptomycin 117 �0.015 to 0.12 0.06 0.06 100 29

Q-D 117 �0.12 to 0.5 �0.12 �0.12 100 29

(Continued)
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As expected, erm had no effect on dalfopristin MIC values. In one study
(Table 1), community-derived or nosocomial methicillin-susceptible S. aureus
(MSSA) strains were at least 99% susceptible to quinupristin-dalfopristin, with an
MIC90 value of 0.5 mg/mL. Susceptibility of these isolates to vancomycin, ceftriaxone,
clindamycin, chloramphenicol, and ciprofloxacin was at least 90%. Community-
acquired or nosocomial MRSA strains were pan-susceptible to quinupristin–
dalfopristin and vancomycin, with an MIC90 value of approximately 1mg/mL.
Against S. aureus expressing a vancomycin-intermediate S. aureus phenotype
(Table 1), the MIC90 (concentration inhibiting 90% of the strains tested) value of
quinupristin–dalfopristin was <0.5mg/mL. Against the two recent vancomycin-
resistant S. aureus strains expressing the van(A) gene, quinupristin–dalfopristin
MIC values remained similar to those of vancomycin-intermediate or -susceptible
strains, suggesting that the streptogramin combination will remain efficacious
against this resistance genotype as well. Potencies of quinupristin–dalfopristin
against methicillin-susceptible and -resistant coagulase-negative staphylococci
were similar to those observed for S. aureus.

Quinupristin–dalfopristin is active against most E. faecium isolates, but it lacks
clinically useful activity against Enterococcus faecalis (Table 1). In one North Amer-
ican surveillance study (28), 69% and 76% of vancomycin-susceptible or -resistant
E. faecium strains, respectively, were susceptible to quinupristin-dalfopristin. Only
chloramphenicol and linezolid inhibited a higher proportion of susceptible strains

TABLE 1 In Vitro Activities of Quinupristin–Dalfopristin with Comparative Agents (Continued)

Organism Compound N Range

MIC
(mg/mL)
MIC50 MIC90

Percentage
susceptible Refs.

Streptococcus
agalactiae

Penicillin 56 �0.03 to 2 �0.03 0.06 96.4 29
Erythromycin 56 0.03 to >2 0.06 2 85.7 29
Clindamycin 56 �0.25 to >1 �0.25 >1 87.5 29

Daptomycin 56 0.06–1 0.25 0.5 NB 29

Q-D 56 �0.12 to 16 0.25 0.5 96.4 29

Streptococcus
pneumoniaei

Penicillin 3304 NR �0.03 2 65.0 30

Erythromycin 3304 NR �0.25 8 76.9 30

Clindamycin 3304 NR �0.25 �0.25 93.0 30

Daptomycin 179 0.06–1 0.12 0.25 NB 29

Q-D 3304 NR 0.5 0.5 99.9 30

aS, susceptible; R, resistant.
bNot applicable.
cNo breakpoints have been assigned.
dQuinupristin-dalfopristin.
eCA, community-acquired; N, nosocomial.
fDependent on breakpoint definition. Using the NCCLS definition, all MRSA are resistant.
gNot reported.
hTrimethoprim-sulfamethoxazole.
iNot listed in the Food and Drug Administration approved label.
Abbreviations: MIC, minimum inhibitory concentration; MLS, macrolides and streptogramin; MSSA, methicillin-
susceptible S. aureus; MRSA, methicillin (oxacillin)-resistant S. aureus; VISA, S. aureus expressing a vancomy-
cin-intermediate; VR, vancomycin-resistant; VRSA, vancomycin-resistant S. aureus; MLS, macrolide-lincosamide
streptogramin; VISA, vancomycin intermediate S. aureus.
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among these isolates. As expected, in this study quinupristin–dalfopristin was
ineffective against E. faecalis strains, with 97.5% of strains determined to be
nonsusceptible.

With its predominantly gram-positive spectrum of activity, quinupristin–
dalfopristin is also recommended for the treatment of skin and soft-tissue infec-
tions caused by S. pyogenes. In the study described by Fluit et al. (Table 1), all
S. pyogenes strains tested were susceptible to quinupristin-dalfopristin, with an
MIC90 value <0.12 mg/mL, similar to penicillin and daptomycin. Against these
isolates, erythromycin nonsusceptibility was 18%, while clindamycin nonsuscept-
ibility was 5%, indicating that quinupristin–dalfopristin retains activity against
macrolide- and lincosamide-resistant isolates. Susceptibility of Streptococcus agalac-
tiae isolates was similar to that observed for S. pyogenes, although the MIC90 value
of quinupristin–dalfopristin for S. agalactiae was at least fourfold higher than for
S. pyogenes. Although not approved for treatment of Streptococcus pneumoniae
infections, MIC values of quinupristin–dalfopristin for pneumococci are similar to
those obtained with S. agalactiae (Table 1).

The potency of the streptogramin combination against Moraxella catarrhalis
strains is comparable to that for staphylococci and S. agalactiae, with an MIC90
value of 0.5 mg/mL. Against Haemophilus influenzae, quinupristin–dalfopristin is
less active, with an MIC50 (concentration inhibiting 50% of the strains tested) value
>2 mg/mL (22,30).

Resistance
Resistance to streptogramins is mediated by four distinct mechanisms: modifica-
tion of the ribosome target site, efflux, enzymatic inactivation of streptogramin A
or B components, or impermeability of the bacterial envelope. It has been
proposed that acquired resistance to quinupristin–dalfopristin requires at a mini-
mum the presence of the streptogramin A vat or vga resistance gene (31). Recent
studies (see below) suggest that resistance to the streptogramin combination can
also occur in pneumococci through selective mutations to 23S rRNA or to the
ribosomal proteins L4 or L22 (32).

Resistance to streptogramins A or B can result from modifications to the 23S
rRNA or specific ribosomal proteins through one of two mechanisms (i) methyla-
tion of A2058 (E. coli numbering) by an Erm dimethylase, resulting in an MLSB
phenotype (resistance to macrolides, lincosamides, and streptogramin B anti-
biotics) and (ii) mutational changes to the 23S rRNA or 50S ribosomal subunit
proteins L4 and L22. As previously discussed (Table 1), methylation of A2058 does
not confer resistance to streptogramin A type antibiotics, and strains with erm
remain susceptible to quinupristin–dalfopristin (33), although bactericidal activity
of quinupristin–dalfopristin may be compromised (21). Mutational changes to 23S
rRNA or to L4 or L22 ribosomal proteins have resulted in intermediate or resistant
phenotypes. In one PROTEKT study of 7746 macrolide-resistant pneumococcal
strains, 6 isolates of 77 with 23S rRNA, L4, or L22 mutations were found to be
resistant to quinupristin-dalfopristin, with MIC values of 4 or 8mg/mL. Five
distinct combinations of ribosomal mutations correlated with this resistance,
including (i) 23S rRNA C2611G (three of four RNA copies), (ii) 23S rRNA A2059G
(four of four copies) with G95D in L22, (iii) an L22 tandem duplication 109RTA-
HIT114, (iv) in L4, a K68S with a deletion of the four amino acids 69GTGR72, and
(v) in L4, 69GT70 changed to 69VP70 (32). In another study, quinupristin–dalfopris-
tin resistance in two clinical S. aureus isolates resulted from an L22 deletion of
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79GP80, or a 21 bp duplication in L22 inserting the amino acids 100SAINKRT101; in
vitro selection of quinupristin–dalfopristin resistance in a susceptible S. aureus
strain resulted in comparable deletions and insertions in a similar region of the
L22 protein (34). Other studies describe mutations that selectively inhibit strepto-
gramin B activity but are not known to render the isolates quinupristin–dalfopris-
tin resistant, including the six amino acid L4 insertion 71GREKGTGR72, the L4
substitution 69GTG71 to 69TPS71 (35), and C2611A, A2058G, A2062C, and A2142G
substitutions in 23S rRNA (36,37).

Efflux of streptogramin A is mediated in staphylococci by vga(A) or vga(B)
(38), and in E. faecalis by the lsa gene (39). The Lsa, Vga, and Msr efflux proteins
are all members of the ATP transporter superfamily. Expression of lsa in E. faecalis
renders most strains resistant to quinupristin-dalfopristin. In a study by Lina et al.,
vga-mediated resistance to quinupristin–dalfopristin in CoNS was frequently
associated with an erm gene, although no resistance to the streptogramin combina-
tion in S. aureus from vga or vga-erm was identified (40). Efflux of streptogramin B
antibiotics in staphylococci and E. faecium is mediated by msr(A) and msr(C) genes,
respectively (38,41,42). In S. aureus, the presence of msr was not sufficient to cause
resistance to quinupristin–dalfopristin (43).

Inactivation of streptogramin A occurs through the activity of the vat gene
product [Vat(A–E)], which mediates the transfer of an acetyl group to the hydroxyl
moiety of streptogramin A (38,44,45). The Vat(A–C) acetyltransferases are found in
staphylococci, while Vat(D) [formerly Sat(A)] and Vat(E) [formerly Sat(G)] are
found in enterococci (38). In one study, cloning of vat(D) into a S. aureus isolate or
an E. faecium isolate increased dalfopristin MIC values eightfold and quinupristin–
dalfopristin MIC values twofold (33). In another study, quinupristin–dalfopristin
resistance among 13 clinical staphylococcal isolates resulted from the combination
of vat and erm, and in some cases other resistance factors as well (40).

Inactivation of streptogramin B occurs in staphylococci and rarely in E. faecium
through the action of the Vgb(A) and Vgb(B) lyases (33,38), which cleave the macro-
cyclic ring of the streptogramin B component at the lactone ester linkage (46). In
experiments where vgb was cloned into an E. faecium or a S. aureus isolate, quinupris-
tin MIC values increased eightfold, and quinupristin–dalfopristin MIC values
increased fourfold (33). Resistance to quinupristin–dalfopristin (MIC = 16 mg/mL)
was observed in one clinical E. faecium isolate containing vgb, vat, and erm genes (33).

Pharmacokinetics/Pharmacodynamics (PK/PD)
PDs In Vitro and In Vivo
Although the streptogramins have not been investigated pharmacodynamically to
the same extent as other antibacterial classes such as the fluoroquinolones or
b-lactams, a number of PD studies have been conducted both in vitro and in vivo.
PAEs in vitro were demonstrated against four S. aureus clinical isolates when
exposed to quinupristin–dalfopristin at 1x, 2x, and 4x the MIC (1). When two
MRSA strains were exposed to 4x the quinupristin–dalfopristin MIC for 80 minutes,
the measured PAE in vitro was five hours. In an in vitro model simulating human
PKs, quinupristin–dalfopristin demonstrated potent bactericidal activity against
both penicillin-susceptible and -resistant S. pneumoniae, with cidality observed
within two hours following simulation of a single 7 mg/kg intravenous dose (1).

Craig et al. studied the drug combination both in vitro and in a murine thigh
model (1,47). When MICs and MBCs were compared, the two values were
identical for S. pneumoniae and exhibited only a one dilution difference (MBC
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twofold higher) for S. aureus. In the mouse thigh infection model, where neutro-
penic mice were first infected with selected pathogenic bacteria and then sacrificed
to determine bacterial counts, the in vivo PAE for the streptogramin combination
was 10 hours for S. aureus and 9.1 hours for S. pneumoniae. Efficacy was not
dependent upon dosing schedule, for example, 50% maximal efficacy was
achieved at the same total dose administered once, twice, or four times in 24 hours
(48). The operative PD parameter correlating with therapeutic efficacy was pro-
posed to be an area under the plasma concentration–time curve (AUC)/MIC, in
spite of the lack of observed concentration-dependent killing (48,49). Efficacy was
also shown to be related to the immune state of the host in studies, with lower
PK/PD values in animals producing neutrophils (47).

Clinical PKs
Clinically, quinupristin–dalfopristin is formulated as a fixed 30:70 (w:w) combina-
tion that is infused for 60 minutes at 7.5 mg/kg either q8h for infections caused by
vancomycin-resistant E. faecium or q12h for skin infections caused by gram-
positive pathogens (20). Both streptogramins are nonenzymatically converted to
active metabolites with lower antimicrobial activity than their respective parent
molecules (7). The active metabolite pristinamycin IIA is formed in nonacidified
blood by the rapid metabolism of dalfopristin in all drug-treated subjects (7), but
the in vivo formation of cysteine- or glutathione-quinupristin conjugates is vari-
able from study to study (50). Because of the unpredictability of formation of
active metabolites, the PD properties of both parent and daughter moieties must
be considered, thereby making the analysis more complex than for other antibiotic
combinations. For this reason, HPLC analyses were generally conducted to
quantify the amounts of each of the three major components (quinupristin,
dalfopristin. and pristinamycin IIA), but bioanalyses were performed to determine
total antibacterial activity associated with the full complex of streptogramin
entities. It was noted that blood samples needed to be acidified immediately in
dilute hydrochloric acid upon collection to prevent further degradation of dalfo-
pristin to pristinamycin IIA ex vivo (7).

Initial PK studies in healthy human volunteers were conducted using nine
doses of the fixed 30:70 quinupristin–dalfopristin combination ranging from 1.4 to
29.4 mg/kg (total drug). HPLC analyses were used to analyze drug concentrations
for each of the major components and the pristinamycin IIA metabolite, but
bioassays were used to determine total antibacterial activity. In these studies, both
AUC and Cmax increased in a dose-dependent manner for total drug, quinupristin
and the pristinamycin metabolite at all doses, and for dalfopristin at doses through
7 mg/kg (7). Peak blood levels for total drug ranged from 0.95 to 24.2 mg/mL. The
synergistic effect of all the drugs and the biological activity of the metabolites were
demonstrated by the observation that total antibacterial activity in these studies
generally exceeded the sum of each of the measured components; in addition, the
half-life for the total drug (1.27–1.53 hours) was higher than the t1/2 observed for
quinupristin (0.56–0.61 hours) or pristinamycin IIA (0.75–0.95 hours) (7).

Steady-state PK parameters in healthy male volunteers were obtained for
quinupristin and dalfopristin, together with their metabolites, following nine doses
of 7.5 mg/kg on a q12h schedule or 10 doses of 7.5 mg/kg on a q8h dosing
schedule (Table 2).

The results showed proportionality between the q12h and q8h dosing regi-
mens. Dalfopristin and its metabolites exhibited higher peak drug concentrations
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and exposure, but a shorter half-life compared to quinupristin and its metabolites
(2,20). At steady state, quinupristin had a larger mean volume of distribution than
did dalfopristin, 0.45 and 0.24 L/kg, respectively (2). Both AUC and Cmax values
for the parent compounds increased approximately 20% when steady-state para-
meters are compared to parameters obtained after a single dose (51).

Special populations were studied to determine whether dosing regimens
would need to be adjusted for these specific groups. No statistically significant
differences in PK parameters were observed between male and female healthy
volunteers aged 20 to 36 years. PK parameters were compared between healthy
elderly volunteers (69–74 years) and a cohort of healthy young volunteers (19–34
years), both infused with a single 7.5 mg/kg dose of quinupristin-dalfopristin. No
statistically significant differences were observed between the two groups, indicat-
ing that the combination can be used with no alteration in dosing regimen in
healthy geriatric populations (51).

Although low renal clearance of the two drugs was observed in both
laboratory animals and humans (52), a study was designed to compare PK proper-
ties between healthy volunteers and patients with severe renal insufficiency. In
these studies (Table 3), AUC, half-lives, mean residence times, and plasma
clearances for both quinupristin and dalfopristin were not significantly different in
healthy volunteers compared to patients with renal failure, although there was a
tendency for dalfopristin to have a higher AUC in the patient population (53).

Significant differences in Cmax were observed between the two study popula-
tions for dalfopristin alone, and for total drug concentrations (Table 4), where 30%
to 35% higher peak concentrations were observed in the renally impaired patients.

For quinupristin and its metabolites, all reported PK properties except tmax
were significantly higher in the patients with renal insufficiency (Table 4). Based on
the data for quinupristin, dalfopristin, and its major metabolite, the study concluded
that no major effect was observed on quinupristin or dalfopristin kinetics in patients
with renal impairment; thus, no alteration in dosing is required for patients with
renal impairment (53). Disposition of the two parent streptogramins and their
metabolites was also seen to be unaffected when quinupristin–dalfopristin was dosed
in ambulatory peritoneal dialysis patients compared to healthy volunteers (54).

OXAZOLIDINONES
Structures
The oxazolidinone antibacterial agents are totally synthetic compounds of rela-
tively low molecular weight (<500 Da) and structural complexity. Virtually all

TABLE 2 Steady-State Pharmacokinetic Properties of Quinupristin and Dalfopristin and Their
Metabolites Following Dosing Two Groups of Healthy Young Adult Male Volunteersa

Parameterb Quinupristin þ metabolites Dalfopristin þ metabolites

Cmax (mg/L) 3.20 (�0.67)c 7.96 (�1.30)
AUC (mg/L hr) 7.20 (�1.24) 10.57 (�2.24)
t1/2 (hr) 3.07 (�0.51) 1.04 (�0.20)
aEach group received 7.5 mg/kg of the quinupristin–dalfopristin combination intravenously q12h or q8h for a total
of 9 or 10 doses, respectively.

bCmax, maximum plasma drug concentration; AUC, area under the plasma concentration–time curve from zero
to infinity; t1/2, half-life.

c�Standard deviation.
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members of this class possess a five-membered oxazolidin-2-one ring with an
aromatic moiety and a functionalized methylene at the N3- and C5-positions of
the heterocycle, respectively (55). The stereochemistry of the C5-substituent
appears to be critically important, with the S-enantiomer having much greater
antibacterial activity than the R-enantiomer (56). Linezolid is the first and only
oxazolidinone approved for therapeutic use by the FDA. The oxazolidinone ring
of linezolid is substituted with N3-3-fluoro-4-(4-morpholinyl)phenyl and C5-(S)-
acetamidomethyl groups (Fig. 2).

DA-7867 is a more recent analog that currently appears to be in preclinical
development. Although DA-7867 contains the same C5-substituent as linezolid, it
has a more complex 3-fluoro-4-[6-(1-methyl-1H-tetrazol-5-yl)-3-pyridinyl]phenyl
substituent at N3 (Fig. 2). Relatively few bioisosteres for the oxazolidinone ring
have been described to date, and there are no reports of analogs derived from
such isosteric replacement in clinical trials (55).

Mechanism of Action
Mechanistic studies of DuP-721 (the first oxazolidinone antibacterial agent to enter
clinical trials) in whole cells revealed a specific inhibitory effect on protein
synthesis, not DNA or RNA synthesis (57). Subsequently, the inhibition of protein
synthesis by linezolid was demonstrated in a permeabilized E. coli strain and in
acrAB or tolC E. coli mutants, indicating that the diminished activity in gram-
negative bacteria was likely due to efflux and not due to the absence of the site of
action of the drug (58,59). Linezolid also inhibited coupled transcription-transla-
tion in a cell-free system from S. aureus (59).

TABLE 4 Pharmacokinetic Properties of Quinupristin, Dalfopristin and Their Active Metabolites
in Healthy Volunteers (N = 13) or Patients with Chronic Renal Insufficiency (N = 13)a

Healthy volunteers
Patients with chronic renal

insufficiency

Parameterb
Quinupristin þ
metabolites

Dalfopristin þ
metabolites

Quinupristin þ
metabolites

Dalfopristin þ
metabolites

Cmax (mg/L) 2.20 � 0.52 7.30 � 1.74 3.00 � 0.75c 9.51 � 2.39c

Median tmax (hr) 0.92 0.92 0.92 0.92
AUC (mg/L hr) 3.86 � 0.93 9.40 � 2.56 5.32 � 1.29d 11.7 � 3.8
t1/2lz (hr) 1.32 � 0.32 0.81 � 0.21 2.38 � 1.26c 0.77 � 0.15
MRT 1.81 � 0.29 1.07 � 0.10 2.58 � 0.97c 1.07 � 0.10
aDrug concentrations were determined by bioassays after a 1 hr intravenous infusion of 7.5 mg/kg quinupristin–
dalfopristin. Values are reported as means � standard deviations (53).

bCmax, maximum plasma drug concentration; tmax, time at which Cmax occurred; AUC, area under the plasma
concentration–time curve from zero to infinity; t1/2lz, apparent elimination half-life; MRT, mean residence time.

cP < 0.05 compared to healthy volunteers.
dP < 0.01 compared to healthy volunteers.
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FIGURE 2 Molecular structures of the oxazolidinones linezolid and DA-7867.
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Early binding studies suggested that the ribosome was the site of action of
the oxazolidinones, as radio-labeled eperezolid, a close structural analog of line-
zolid, bound to the 50S subunit and could be displaced from the ribosome by
chloramphenicol, lincomycin, and clindamycin (60). The mechanism of action was
clearly distinct from the known ribosomal antibiotics, however, because the
oxazolidinones were active against bacterial isolates resistant to other protein
synthesis inhibitors (61). Mechanistic studies clearly showed that linezolid did not
have an effect on the elongation or termination reactions of protein synthesis, nor
did it inhibit the synthesis of N-formyl-methionyl-tRNA (59). In contrast, the drug
prevented the formation of the N-formyl-methionyl-tRNA-ribosome-mRNA tern-
ary complex, an essential step in the initiation of bacterial protein synthesis (62).

Initial attempts to define the exact site at which oxazolidinones bound within
the bacterial ribosome relied on cross-linking and foot-printing studies conducted
with isolated ribosomes in vitro (63). The binding site was mapped to nucleotides
in 23S rRNA located near the ribosomal E-site as well as portions of the 16S rRNA
of the small ribosomal subunit. More recent studies conducted in intact, actively
growing S. aureus have shown that an oxazolidinone photoprobe was able to cross-
link the universally conserved nucleotide A 2062 as well as large ribosomal subunit
protein L27, both of which are associated with the peptidyl transferase center (64).
The latter result is in accord with genetic studies of linezolid-resistant isolates,
which place the mutations within the central loop of domain V of the ribosome, an
essential component of the ribosomal peptidyl transferase (65–67). In fact, most of
the mutations map to a small region of the ribosome adjacent to the nucleotides
that comprise the P-site (68,69).

In light of the above evidence, it has been suggested that the oxazolidinones
may interfere with the positioning of the initiator fMet-tRNA in the P-site of 70S
ribosomes, thereby preventing the formation of the first peptide bond (64). The
specific details of the binding will only become clear upon successful cocrystalliza-
tion of linezolid or another oxazolidinone with the bacterial ribosome or its
components.

Clinical Use
The in vitro antibacterial activity of linezolid against antibiotic-susceptible and
-resistant gram-positive bacteria permits its use in infections caused by organisms
such as MRSA, VRE, and multidrug-resistant S. pneumoniae. Linezolid is specifi-
cally indicated for the treatment of infections caused by linezolid-susceptible
strains of vancomycin-resistant E. faecium, including bacteremia. It can be used in
nosocomial pneumonia caused by S. aureus or S. pneumoniae, with combination
therapy indicated if gram-negative organisms are present. It has been approved for
the treatment of community-acquired pneumonia due to S. pneumoniae or MSSA.
Linezolid has also been approved for use in skin infections, including uncompli-
cated skin and skin structure infections caused by MSSA or S. pyogenes, as well as
complicated skin and skin structure infections, including diabetic foot infections,
without concomitant osteomyelitis, due to S. aureus, S. pyogenes, or S. agalactiae (70).

In Vitro Susceptibility
The relevant clinical spectrum of linezolid is similar to that of quinupristin-
dalfopristin, with activity primarily against gram-positive isolates, including
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antibiotic-susceptible and -resistant staphylococci, streptococci, E. faecium, and (in
contrast to quinupristin–dalfopristin) E. faecalis species. Linezolid is also active in
vitro against certain gram-negative strains, including M. catarrhalis and certain
anaerobes and against mycobacteria and Nocardia species, although it is not
clinically approved for these organisms. Linezolid is less potent against H. influenzae,
limiting its utility for the empiric treatment of respiratory tract infections. DA-7867,
a new oxazolidinone under development, demonstrates a similar spectrum of
activity to linezolid, with MIC90 values that are at least 8- to 16-fold lower than
linezolid against streptococci, staphylococci, enterococci, H. influenzae, and M.
catarrhalis (Table 5); potency of DA-7867 against these latter two gram-negative
species may be sufficient to support clinical efficacy.

Linezolid is similarly active against antibiotic-susceptible and -resistant
E. faecium and E. faecalis isolates, including those expressing resistance to ciproflox-
acin, doxycycline, ampicillin, and glycopeptides (Table 5). In a study by Zhanel
et al. (28), the proportion of E. faecium strains nonsusceptible to linezolid was
approximately 0.5% for vancomycin-resistant isolates and approximately 2.4% for
vancomycin-susceptible isolates. All E. faecalis strains were susceptible to linezolid,
regardless of their glycopeptide susceptibility.

In a recent evaluation of community-acquired and nosocomial-derived MSSA
and MRSA isolates, linezolid demonstrated potent activity, regardless of the origin
or antibiotic susceptibility of the strain (Table 5). Essentially all strains, including
those nonsusceptible to penicillin, doxycycline, trimethoprim-sulfamethoxazole,
and ciprofloxacin, were susceptible to linezolid, vancomycin, and quinupristin–
dalfopristin. In another study with CoNS (Table 5), a similar pattern of activity
was observed, with the activity of linezolid conserved regardless of the antibiotic
resistance noted within the strain populations.

In recent studies (72,73), >99% of streptococci (including S. pneumoniae,
S. pyogenes, and S. agalactiae) were susceptible to linezolid, including penicillin-,
macrolide-, trimethoprim-sulfamethoxazole-, and levofloxacin-resistant strains
(Table 5). Against these isolates, linezolid had a higher percentage of coverage
than most of the other approved antibiotics evaluated.

Linezolid demonstrates potent activity in vitro against several clinically
important facultatively anaerobic or anaerobic species, including Pasteurella multo-
cida, Actinomyces spp., Peptostreptococcus spp., and Bacteroides fragilis (Table 5),
although this compound is not approved for use against these organisms.

Resistance
To date, acquired resistance to linezolid is limited to mutational changes to the
23S rRNA, and mechanisms responsible for resistance to nonoxazolidinone protein
synthesis inhibitors (including those for macrolides, lincosamides, streptogramins,
tetracycline, chloramphenicol, and aminoglycosides) do not appear to confer cross-
resistance to linezolid (61). Among gram-positive human pathogens, intrinsic
resistance to linezolid is rare (77). Furthermore, data suggest that the emergence of
resistance among relevant pathogens may be slow, presumably governed by the
need to acquire simultaneous or stepwise mutations in the multiple copies of
ribosomal RNA genes per genome. Two in vitro studies with staphylococcal
strains determined that spontaneous resistance frequencies to linezolid were <8 ·
10�11 and <10�9, respectively (78,79). Additionally, one resistant E. faecium was
obtained after five serial passages using the spiral gradient plate technique (78). In
other linezolid-resistant S. aureus and enterococcal strains, associated mutations
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TABLE 5 In Vitro Activities of the Oxazolidinones Linezolid and DA-7867 with
Comparative Agents

MIC (mg/mL)
Percentage
susceptibleOrganism Compound N Range MIC50 MIC90 Refs.

VS-Enterococcus
faecalis

Vancomycin 121 2–4 2 2 100 28
Teicoplanin 121 0.5 0.5 0.5 100 28
Ampicillin 121 1–64 1 1 99.2 28

Doxycycline 121 1–32 8 16 38 28

Ciprofloxacin 121 1–64 2 64 47.9 28

Linezolid 121 0.5–2 2 2 100 28

DA-7867 49 �0.06 to 0.12 0.12 0.12 NBa 71

VR-E. faecalis Vancomycin 81 16–512 512 512 0.0 28
Teicoplanin 81 0.5–128 64 128 43.2 28

Ampicillin 81 1–128 1 2 97.5 28

Doxycycline 81 1–32 8 16 35.8 28

Ciprofloxacin 81 1–64 32 64 1.2 28

Linezolid 81 1–2 1 2 100 28

DA-7867 10 �0.06 to 0.12 �0.06 0.12 NB 71

VS-Enterococcus
faecium

Vancomycin 42 2 2 2 100 28
Teicoplanin 42 0.5–1 0.5 1 100 28
Ampicillin 42 1–128 64 128 21.4 28

Doxycycline 42 1–32 1 8 73.8 28

Ciprofloxacin 42 1–64 64 64 9.5 28

Linezolid 42 0.25–4 2 2 97.6 28

DA-7867 29 �0.06 to 0.12 0.12 0.12 NB 71

VR-E. faecium Vancomycin 616 8–512 256 512 0.0 28
Teicoplanin 616 0.5–128 32 32 22.2 28

Ampicillin 616 1–256 64 128 3.2 28

Doxycycline 616 1–32 4 16 60.7 28

Ciprofloxacin 616 8–64 64 64 0.0 28

Linezolid 616 0.25–16 1 2 99.5 28

DA-7867 30 �0.06 to 0.12 0.12 0.12 NB 71

Staphylococcus aureusb

CA-MSSA Vancomycin 1592 �0.12 to 2 1 1 100 23
Penicillin 1592 �0.016 to >32 4 32 17.7 23

Doxycycline 1592 �0.5 to >4 �0.5 �0.5 99.0 23

Ciprofloxacin 1592 �0.25 to >4 0.25 1 91.3 23

TMP-SFXc 1592 �0.5 to >2 �0.5 �0.5 96.8 23

Linezolid 1592 0.12–4 2 2 100 23

CA-MRSA Vancomycin 652 0.5–4 1 1 100 23
Penicillin 652 �0.016 to >32 32 >32 0.5 23

Doxycycline 652 �0.5 to >4 �0.5 2 96.1 23

Ciprofloxacin 652 �0.25 to >4 >4 >4 15.2 23

TMP-SFX 652 �0.5 to >2 �0.5 �0.5 92.2 23

Linezolid 652 0.5–16 2 2 99.8 23

N-MSSA Vancomycin 706 0.5–2 1 1 100 23
Penicillin 706 �0.016 to >32 4 32 17.4 23

(Continued)
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Doxycycline 706 �0.5 to >4 �0.5 �0.5 99.0 23

Ciprofloxacin 706 �0.25 to >4 �0.25 2 89.7 23

TMP-SFX 706 �0.5 to >2 �0.5 �0.5 96.6 23

Linezolid 706 0.12–4 2 2 100 23

MSSA DA-7867 33 0.12–0.25 0.25 0.25 NB 71
N-MRSA Vancomycin 548 0.25–2 1 2 100 23

Penicillin 548 0.12 to >32 32 >32 0.2 23

Doxycycline 548 �0.5 to >4 �0.5 1 96.8 23

Ciprofloxacin 548 �0.25 to >4 >4 >4 6.0 23

TMP-SFX 548 �0.5 to >2 �0.5 �0.5 92.7 23

Linezolid 548 0.5–4 2 2 100 23

MRSA DA-7867 30 0.06–0.25 0.12 0.25 NB 71
VISA Vancomycin 19 4–8 4 8 NRd 24

Daptomycin 19 1–8 2 8 NR 24

Linezolid 19 1–8 2 4 NR 24

VRSA Vancomycin 2 32, 1024 NAe NA Rf 25, 26
Daptomycin 2 0.5, 1 NA NA NB 25, 26

Minocycline 2 0.12, 0.25 NA NA Sf 25, 26

Linezolid 2 2, 1 NA NA S 25, 26

MS-CoNS Vancomycin 109 NR 1 2 100 27
Tetracycline 109 NR �4 >8 78.0 27

TMP-SMX 109 NR 0.25 >1 82.4 27

Linezolid 109 NR 2 2 100 27

DA-7867 22 0.06 to 0.25 0.12 0.12 NB 71

MR-CoNS Vancomycin 389 NR 2 2 100 27
Tetracycline 389 NR �4 >8 75.8 27

TMP-SMX 389 NR >1 >1 38.6 27

Linezolid 389 NR 1 2 100 27

DA-7867 29 �0.03 to 0.25 0.12 0.25 NB 71

Streptococcus
pneumoniae

Penicillin 10,012 �0.06 to 16 NR 2 64.6 72
Erythromycin 10,012 �0.06 to >256 NR 16 71.9 72
Clindamycin 10,012 �0.25 to >64 NR �0.25 91.5 72

TMP-SMX 10,012 �0.25 to >4 NR >4 65.2 72

Levofloxacin 10,012 �0.012 to 256 NR 1 98.8 72

Linezolid 10,012 �0.06 to 4 NR 2 99.9 72

DA-7867 22 �0.008 to 0.12 0.03 0.03 NB 71

Streptococcus
pyogenes

Penicillin 4508 �0.06 to 0.12 NR �0.06 100 72
Erythromycin 4508 �0.06 to >256 NR 0.12 94.0 72
Clindamycin 4508 �0.25 to >64 NR �0.25 99.4 72

TMP-SMX 4508 �0.25 to >4 NR 0.5 NB 72

Levofloxacin 4508 0.25–8 NR 1 99.9 72

Linezolid 4508 �0.06 to 2 NR 2 100 72

DA-7867 15 �0.008 to 0.12 0.06 0.12 NB 71

(Continued)

TABLE 5 In Vitro Activities of the Oxazolidinones Linezolid and DA-7867 with
Comparative Agents (Continued)

MIC (mg/mL)
Percentage
susceptibleOrganism Compound N Range MIC50 MIC90 Refs.
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Streptococcus
agalactiae

Penicillin 318 ND 0.03 0.06 100 73
Erythromycin 318 ND �0.06 8 69.8 73
Clindamycin 318 ND �0.06 >8 88.1 73

Levofloxacin 318 ND 0.5 1 100 73

Linezolid 318 ND 1 1 100 73

DA-7867 15 �0.008 to 0.12 0.06 0.12 NB 71

Haemophilus
influenzaeg

Ampicillin 2948h �0.12 to >16 0.25 >16 82.9 74
Amox.-Clav.i 2948h �0.12 to 8 0.5 1 99.9 74
Azithromycin 2948h �0.06 to >16 1 2 99.8 74

Levofloxacin 2948h �0.008 to 2 0.015 0.015 100 74

TMP-SMX 2948h �0.03 to >16 0.06 4 81.3 74

Linezolid 2948h 0.06 to >8 8 >8 NB 74

DA-7867 24 0.25–4 2 2 NB 71

Moraxella
catarrhalisg

Ampicillin 1131 �0.12 to >16 8 16 13 74
Amox.-Clav. 1131 �0.12 to 1 0.12 0.25 100 74
Azithromycin 1131 �0.06 to 0.25 �0.06 �0.06 100 74

Levofloxacin 1131 0.015–1 0.03 0.03 100 74

TMP-SMX 1131 �0.03 to 4 0.25 0.5 97.8 74

Linezolid 1131 0.25–8 4 4 NB 74

DA-7867 24 0.25–8 0.5 0.5 NB 71

Pasteurella
multocida
subsp.
multocida

Azithromycin 30 0.125–1 0.5 1 NB 75
Amox.-Clav. 30 0.06–0.25 0.25 0.25 NB 75
Linezolid 30 1–2 2 2 NB 75

Anaerobes
Actinomyces spp.g Vancomycin 22 0.5–1 0.5 1 NB 76

Cefoxitin 22 �0.03 to 1 0.125 0.5 NB 76

Clindamycin 22 �0.03 to 0.5 0.06 0.25 NB 76

Metronidazole 22 �0.03 to >128 32 >128 NB 76

Linezolid 22 0.5–8 0.5 0.5 NB 76

Clostridium difficileg Vancomycin 18 0.5–4 1 2 NB 76
Cefoxitin 18 128 to >128 128 >128 NB 76

Clindamycin 18 2 to >128 4 >128 NB 76

Metronidazole 18 0.25–1 0.5 1 NB 76

Linezolid 18 2–16 2 16 NB 76

Lactobacillus spp.g Vancomycin 37 0.25 to >32 4 >32 NB 76
Cefoxitin 37 �0.06 to >128 64 >128 NB 76

Clindamycin 37 �0.03 to >128 0.06 2 NB 76

Metronidazole 37 0.5 to >128 >128 >128 NB 76

Linezolid 37 0.5–16 4 8 NB 76

Peptostreptococcus
spp.g

Vancomycin 13 0.125–1 0.5 NR NB 76

Cefoxitin 13 �0.03 to 8 0.5 4 NB 76

Clindamycin 13 �0.03 to 0.25 �0.03 0.25 NB 76

TABLE 5 In Vitro Activities of the Oxazolidinones Linezolid and DA-7867 with
Comparative Agents (Continued)

MIC (mg/mL)
Percentage
susceptibleOrganism Compound N Range MIC50 MIC90 Refs.
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that mapped to domain V of the 23S rRNA included G2447U, G2505A, C2512U,
G2513U, G2576U, and C2610G (E. coli numbering) (67,80).

Clinical resistance to linezolid, although uncommon, has been observed
most frequently in VRE (81–83). In surveillance studies conducted in 2002, eight
linezolid-resistant clinical isolates were identified from a population of 9833 gram-
positive strains (0.08%) (84), four were E. faecium and two were E. faecalis. Line-
zolid resistance was associated with a G2576U mutation in the 23S rRNA in those
isolates where the mechanism was defined. Frequently, patients who develop
resistance during linezolid treatment have indwelling devices and receive multiple
weeks of therapy, thus allowing selection of resistant populations over time (85).

In S. aureus, linezolid-resistant MRSA strains were first reported from Boston
and London (86–89). Consistent with results described for the enterococci, three of
the linezolid-resistant MRSA strains had a G2576U 23S rRNA mutation (86,87,89).
In a study describing several related linezolid-resistant MRSA isolates (88), resis-
tance was associated with a T2500A mutation in two or three of the 23S rRNA
genes, and in two isolates, with the concomitant loss of one of the six 23S rRNA
genes. Interestingly, in this latter report, isolates exhibiting the linezolid-resistance
genotype could not be detected in the patient following a seven-month evaluation
period in the absence of linezolid, although the patient appeared to remain
colonized by the original linezolid-susceptible MRSA strain. In another study,
Meka et al. demonstrated that the G2576U mutation observed in four of five 23S
rRNA copies was found only in two of five copies after 30 passages in antibiotic
free medium, and in one of five 23S rRNA copies after 60 passages in antibiotic-
free medium; linezolid MIC values decreased from 16 to 8 to 2 mg/mL, respec-
tively (89). These results indicate that in some cases, mutations conferring clinical
resistance to linezolid may be lost in the absence of linezolid exposure. Further-
more, this and other studies suggest that the MIC values of linezolid-resistant

Metronidazole 13 0.06 to >128 0.25 2 NB 76

Linezolid 13 0.5–16 1 2 NB 76

Bacteroides
fragilis groupg

Vancomycin 17 16–128 64 128 NB 76
Cefoxitin 17 4–128 32 64 NB 76
Clindamycin 17 �0.03 to >128 2 >128 NB 76

Metronidazole 17 0.5–4 1 2 NB 76

Linezolid 17 2–4 4 4 NB 76

aNo breakpoints have been assigned.
bCA, community-acquired; N, nosocomial.
cTrimethroprim-sulfamethoxazole.
dNot reported.
eNot applicable.
fR, resistant; S, susceptible.
gNot listed in the Food and Drug Administration approved label.
hIncludes 489 b-lactamase-positive isolates.
iAmoxicillin-clavulanic acid.
Abbreviations: MIC, minimum inhibitory concentration; MSSA, methicillin-susceptible S. aureus; MRSA, methi-
cillin (oxacillin)-resistant S. aureus; VISA, vancomycin intermediate S. aureus; VR, vancomycin-resistant; VRSA,
vancomycin-resistant S. aureus.

TABLE 5 In Vitro Activities of the Oxazolidinones Linezolid and DA-7867 with
Comparative Agents (Continued)
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enterococcal or staphylococcal isolates increase proportionately with the number
of 23S rRNA copies retaining the G2576U mutation (83,89,90).

Pharmacokinetics/Pharmacodynamics
PD Models
Linezolid PD studies have been conducted in neutropenic mice whose thighs were
infected with one of eight S. pneumoniae strains of varying penicillin susceptibility,
or each of four staphylococcal strains, two MSSA and two MRSA (91). When
doses of 20 or 80 mg/kg were administered, linezolid produced only a bacterio-
static effect against S. aureus (�0.5 log10 reduction in bacterial load), with <2.0
log10 reduction in colony-forming units per thigh for the pneumococcal infections.
Higher rates of killing were observed with escalating doses. No PAE was observed
for S. pneumoniae, but PAEs of 3.2 to 3.4 hours were observed for the two doses in
the staphylococcal infections. Little effect was seen on PAE regardless of whether
free drug levels or total drug levels were considered. In the staphylococcal
infection model, there was no clear discrimination among the three PD parameters
related to efficacy: percentage time the plasma drug concentration exceeds the
MIC, AUC/MIC, or peak drug concentration/MIC. Consideration of total drug
levels compared to free drug levels did not change the conclusions. For the
pneumococcal infection model, AUC/MIC gave the strongest relationship with
efficacy. The 24-hour static doses against the pneumococcal strains were 18 to 72
mg/kg/day with 24-hour AUC/MIC ratios ranging from 22 to 97. Higher doses,
95 to 119 mg/kg/day, were required for a 24-hour static dose against the four
S. aureus strains, with the AUC/MIC ratio ranging from 59 to 167. Based on
compilations of the data, a PD goal was set for a 24-hour AUC/MIC (static effect)
of 82.9 � 57 against S. aureus and 48.3 � 29 for S. pneumoniae.

PD efficacy of linezolid was also determined in an immunocompetent
rat pneumococcal pneumonia model (92). In this study, only two doses, 25 and
50 mg/kg dosed twice daily, were evaluated, following infection with a standard
S. pneumoniae strain. Survival was monitored, as was the bacterial count in
bronchoalveolar lavage fluid postinfection. The results from these determinations
were reasonably consistent with the Andes et al. study, with linezolid free-fraction
PD parameters reported as 147 for AUC/MIC, 24.3 for Cmax/MIC, and 39% time
above the MIC. None of these parameters were clearly preferable as the defining
PD parameter predictive of outcome.

Clinical PKs
PK parameters determined from Phase I clinical studies with single- and multiple-
dose oral or intravenous linezolid are summarized in Tables 6 and 7 (93).

In these studies men and nonpregnant women from 18 to 55 years old were
randomized between placebo and oral (375, 500 or 625 mg) or intravenous (500 or
625 mg) linezolid. Active compound was dosed once for single-dose data and then
twice a day beginning on day 2 to obtain steady-state data. The oral doses were
selected because of the availability of drug in 125 mg tablets, and approximated the
approved clinical doses of 400 and 600 mg, dosed twice a day. Single-dose data
indicated rapid absorption with peak linezolid concentrations at one to two hours
after oral dosing and immediately after the end of infusion for intravenous dosing.
Both Cmax and AUC increased proportionally with the oral and intravenous doses.
An absolute bioavailability of 103% was determined. Mean steady-state parameters
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were obtained after two days of dosing, with trough concentrations of linezolid
ranging from 3.5 to 8.0mg/mL. A target MIC of 4mg/mL would cover most
staphylococcal and enterococcal strains; this concentration was exceeded at steady
state for 10 to 16 hours following oral dosing, and for 9 to 10 hours after
intravenous administration. Steady-state elimination half-lives were independent of
dose and were similar regardless of the route of administration (4.8–5.7 hours).
When these data were combined with the in vitro PAE of 1.8 to 3.0 hours (94), clinical
doses of 400 and 600 mg b.i.d. were fully supported. In the linezolid Phase I studies,
considerable variability was observed in clearance values, after both oral and
intravenous dosing. It was determined that this was due to a high variability in
nonrenal clearance, proposed to be due to nonenzymatic metabolism of linezolid (93).

In healthy pediatric populations, the disposition of linezolid was found to be
age-dependent, with total body clearance and volume of distribution significantly

TABLE 6 Pharmacokinetic Properties of Linezolid Following a Single Oral or Intravenous
Dose in Healthy Adult Volunteersa

Oral dosing Intravenous dosing

Parameterb 375 mg 500 mg 625 mg 500 mg 625 mg
Cmax (mg/L) 8.21 � 2.07 10.4 � 253 12.7 � 3.36 11.7 � 2.3 13.4 � 1.73
tmax (hr) 1.67 � 0.88 1.38 � 0.92 1.33 � 0.61 0.5 � 0 0.5 � 0.10
AUC0–12 (mg/L hr) – – – 63.2 � 14.3 79.2 � 227.8
AUC0–1 (mg/L hr) 65.5 � 24.9 74.3 � 27.9 102 � 29.7 65.8 � 17 83.6 � 34.7
t1/2 (hr) 4.98 � 1.18 4.59 � 1.83 4.87 � 1.44 4.68 � 1.66 4.42 � 2.36
lz (hr–1) 0.15 � 0.051 0.17 � 0.069 0.15 � 0.049 0.16 � 0.052 0.194 � 0.083
CL (mL/min) 108 � 42.1 125 � 43.3 112 � 45.2 133 � 32 138 � 38.7
Vd (L) 44.3 � 14.4 45 � 10.8 45 � 13.9 47.3 � 9.74 46 � 11.2
aMean values with standard deviations are reported (93).
bCmax, maximum plasma drug concentration; tmax, time at which Cmax occurred; AUC0–12, area under the plasma
concentration curve from zero to 12 hr; AUC0–1, area under the plasma concentration–time curve from zero to
infinity; t1/2, half-life; lz, terminal elimination rate constant; CL, apparent oral clearance; Vd, volume of
distribution at steady state (Vss).

TABLE 7 Steady-State Pharmacokinetic Properties of Linezolid Following Multiple Oral and
Intravenous Doses in Healthy Adult Volunteersa

Oral dosing Intravenous dosing

Parameterb 375 mg b.i.d. 500 mg b.i.d. 625 mg b.i.d. 500 mg b.i.d. 625 mg b.i.d.
Cmax (mg/L) 13.1 � 2.9 15.3 � 3.72 18.8 � 6.24 14.4 � 3.1 15.7 � 2.6
Cmin (mg/L) 3.9 � 1.85 5.04 � 2.38 8.02 � 3.63 3.51 � 1.36 3.84 � 2.46
tmax (hr) 1.0 � 0.32 1.25 � 0.99 2.12 � 1.12 0.51 � 0.03 0.51 � 0.03
AUC0–12 (mg/L hr) 82.8 � 22.6 99.2 � 36.7 147 � 58 81.2 � 19.6 93.4 � 32.3
t1/2 (hr) 5.4 � 1.0 5.7 � 2.0 5.4 � 0.90 5.6 � 1.3 4.8 � 1.7
lz (hr–1) 0.132 � 0.023 0.135 � 0.048 0.13 � 0.022 0.128 � 0.028 0.158 � 0.047
CL (L/hr/kg) 80.6 � 23.0 91.5 � 25.3 78.2 � 23.3 108 � 28.7 123 � 40.3
VSS (L) 37.7 � 7.91 43.3 � 15.4 36.1 � 10.5 45 � 7.7 45.5 � 4.87
aMean values with standard deviations are reported (93). Fasted subjects were dosed orally once on day 1
followed by twice-a-day beginning on day 2 for 14.5 days. Intravenous doses were infused for 30 min on day 1
and then every 12 hr for 7.5 days beginning on day 2.

bCmax, maximum plasma drug concentration; Cmin, minimum (trough) plasma drug concentration; tmax, time at
which Cmax occurred; AUC0–12, area under the plasma concentration curve from zero to 12 hr; t1/2, half-life; lz,
terminal elimination rate constant; CL, apparent oral clearance; VSS, volume of distribution at steady state.
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greater than that for adults (95). Twelve hours after a single 10 mg/kg dose, plasma
concentrations were below the MIC90 value for selected pathogens that would be of
importance. These data support multiple doses per 24-hour period. Linezolid half-
lives were shorter in pediatric patients up to the age of 11 years (t1/2 of 2.9 hours)
compared to adults or adolescents (t1/2 of 4.1 hours). More rapid clearance was also
observed in the younger population, 3.8 mL/min/kg for the 0 to 11-year-age group
compared to a clearance of 2.1 mL/min/kg for adolescents (96).

Drug–drug interaction studies were conducted with various agents that
might be coadministered with linezolid. Because linezolid is a weak monoamine
oxidase (MAO) inhibitor, its PKs were studied in the presence of common over-the-
counter medications that also interact with MAO (97). When linezolid was coadmi-
nistered with sympathomimetics (pseudoephedrine and phenylpropanolamine),
the plasma concentrations of these latter agents were increased minimally, but at a
level of statistical significance. Plasma concentrations of dextrorphan, the primary
metabolite of the serotonin reuptake inhibitor dextromethorphan, were decreased
minimally, but also statistically significantly, after coadministration of linezolid
and dextromethorphan (97). None of the drugs affected the PKs of linezolid.
Concomitant dosing of linezolid (600 mg) with the antioxidant vitamin C (1000 mg)
or vitamin E (800 IU) showed that none of the linezolid PK parameters was
significantly affected by the vitamins (98). This study demonstrated that the
antioxidant vitamins did not affect the overall reactive oxygen species balance, nor
did they affect the in vivo clearance of linezolid.

In clinical trials, empiric therapy included the combination of aztreonam, an
antibacterial agent targeted against gram-negative pathogens only, and linezolid
with a purely gram-positive spectrum. In a single-dose randomized study, healthy
subjects received a single 30 minute intravenous infusion of either linezolid alone
(375 mg) or aztreonam alone (1000 mg), or the combination of 375 mg linezolid
with 1000 mg of aztreonam (99). After analysis of the PK parameters, the only
statistically significant differences were an 18% increase in linezolid peak concen-
trations and a 7% decrease in the apparent elimination rate of aztreonam. These
differences were not judged to be clinically significant, and no dosing adjustments
were made in clinical studies.

Special patient populations have been studied to determine the PK and PD
parameters of linezolid. Examples include hospitalized children with community-
acquired pneumonia (100), a VRE-infected patient undergoing dialysis (101), cystic
fibrosis patients (102), patients with serious illness who were enrolled in compas-
sionate use programs (103), and patients with hepatic and renal dysfunction (104).
When 66 children aged 1 to 12 years were dosed with 10 mg/kg linezolid every
12 hours to treat community-acquired pneumonia, mean peak and trough concen-
trations were 9.5 � 4.8 and 0.8 � 1.2mg/mL, respectively (100). In this study, a
92% clinical cure was reported, indicating that the drug was effective in treating
serious pediatric infections. In the dialysis patient with E. faecium peritonitis,
linezolid concentrations in the peritoneal dialysis fluid tended to increase with
treatment, with a mean concentration of 7.6mg/mL, well above the susceptibility
breakpoint of 4mg/mL (101). A second study of subjects on hemodialysis con-
cluded that no adjustment of linezolid dosing was required (105). However, in a
study of 12 adult cystic fibrosis patients (102), the PD target of AUC/MIC of 83
was not achieved in any of the patients after a single 600 mg dose of linezolid
(range 16.3–52.2, mean of 28.1). The recommendation was made that this patient
population should be dosed more frequently than twice-a-day. Studies of patients
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enrolled under the compassionate use program showed that higher success rates
were observed when AUC/MIC values ranged from 80 to 120 for bacteremia,
lower respiratory tract infection, and skin infections, and when the linezolid
concentration remained above the MIC during the full dosing interval (103). In
patients with hepatic dysfunction (104) or renal failure (105), the overall linezolid
PK parameters were not significantly changed to require dosage adjustments.

Newer Oxazolidinones
DA-7867 is an investigational oxazolidinone that was shown to have 70.8% oral
bioavailability in rats (106). PK parameters were dose-independent, with approxi-
mately 22% of the drug eliminated via intestinal first-pass effect. Following two-
week oral dosing at 2 mg/kg/day, DA-7867 accumulated in rats with the AUC
increasing from 1430mg/min/mL following a single 2 mg/kg dose to 1880 mg/
min/mL after multiple dosing. Tissue to plasma levels were less than 1.0, indicat-
ing low accumulation of drug in the tissues (107).
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INTRODUCTION

Tetracyclines were discovered in the 1940s and have been in clinical use since the
1950s. Tetracyclines have been widely used in clinical practice because of their
broad spectrum of activity and relatively low toxicity. The microbial spectrum
includes gram-positive and gram-negative bacteria, intracellular chlamydiae,
mycoplasma, rickettsiae, and several parasites such as malaria (1–5). However,
due to the emergence of drug resistance, the early generation compounds remain
the preferred choice for a relatively small number of disease states (3,6–9). The
predominant clinical use of these agents remains as an alternative treatment of
community-acquired respiratory tract infection, skin and skin structure, and
sexually transmitted diseases (4,10–12). Tetracyclines, however, remain the drug-
of-choice for several less-common infections including Lyme disease and brucello-
sis (4,13,14). Ten tetracycline compounds have been marketed in the last five
decades and new derivatives (glycylcyclines) are in clinical development (15).
Glycylcyclines are new tetracycline analogs derived from minocycline. These
compounds exhibit the same spectrum of activity as tetracyclines and remain
active against many pathogens resistant to tetracyclines (5,16–18). These newer
generation compounds are in clinical development for treatment of respiratory,
skin, and intra-abdominal infections. The interest and common use of pharmaco-
dynamics began after development of the early generation tetracyclines. Thus, it
was not until the recent development of the new glycylcycline derivatives that
most of the work detailing the pharmacodynamic characteristics of this class has
been undertaken.

MECHANISM OF ACTION

Tetracyclines reversibly inhibit bacterial protein synthesis by binding to the
ribosomal complex (15,19). The 30s ribosomal subunit is the binding target for
these compounds. Drug binding to the ribosome prevents the entry of aminoacyl-
transfer RNA to the A site of the ribosome. Inhibition of this interaction prohibits
incorporation of amino acids onto elongating peptide chains.

SPECTRUM OF ACTIVITY

The tetracyclines have broad-spectrum activity, which includes gram-positive and
gram-negative bacteria, atypical respiratory pathogens, rickettsiae, spirochetes,
and some parasites (3–5,15). In general, among the commonly available tetracy-
cline compounds, the relative order of potency against gram-positive bacteria is
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minocycline > doxycycline > tetracycline. The gram-positive spectrum includes
most Staphylococcus aureus, many S. epidermidis, and most streptococci. Activity
against methicillin-resistant S. aureus, b-lactam–resistant pneumococci, and enter-
ococcal species is limited. Activity against gram-negative bacteria is more variable.
The class demonstrates intrinsic activity against many common nosocomial gram-
negative organisms such as Escherichia coli and Klebsiella spp. However, the
emergence of resistance has rendered the class ineffective as an empiric option in
therapy targeted toward these pathogens. Still, tetracyclines remain potent against
a wide spectrum of gram-negative species encountered in the community includ-
ing Yersinia pestis, Vibrio cholera, Francisella tularensis, Pasteurella multocida, and
Haemophilus ducreyi. The common intracellular bacteria Mycoplasma pneumoniae
and all Chlamydia spp. remain exquisitely susceptible to the tetracyclines.

The new generation glycylcyclines exhibit enhanced spectrum activity
against a variety of tetracycline-susceptible and -resistant bacteria (5,16). The
activity of this group does not appear to be appreciably effected by either drug
efflux or ribosomal resistance mechanisms. The glycylcyclines are also active
against bacteria resistant to other drug classes including b-lactam–resistant pneu-
mococci, staphylococci, and glycopeptide-resistant enterococci.

MECHANISMS OF RESISTANCE

Tetracycline drug resistance emerged in gram-negative enteric bacteria soon after
the onset of clinical use (2,8,15). Resistance in both gram-negative and gram-
positive bacterial pathogens has limited the empiric use of tetracyclines. Two
resistance mechanisms are responsible for the majority of clinically significant
resistance (2). Numerous drug efflux pumps and alterations in binding to the
ribosome have been the predominant mechanisms described. Reduced cell perme-
ability due to changes in outer membrane porins and chemical modification of the
tetracycline molecular has also been reported. With few exceptions, resistance to
tetracycline in bacteria is associated with acquisition of resistance genes from other
organisms via transposons, plasmids, or integrons. The nomenclature for tetracy-
cline resistance determinants includes an alphabetic designation following the tet
gene symbol. The reported efflux genes include tet A, B, C, D, E, G, H, I, J, K, L, Y,
and Z and the ribosomal protection genes include tet O, S, M, Q, T, P, and W.
Glycylcyclines maintain potent activity against organisms with both efflux and
ribosomal protection-resistance mechanisms (5,16).

PHARMACOKINETICS

Tetracycline is only available as an oral formulation. The most common tetracy-
cline regimens include 250 and 500 mg every six hours. Both doxycycline and
minocycline can be given either orally or intravenously. The most common
maintenance regimen of both compounds is 100 to 200 mg by mouth once daily.
The glycylcyclines are only available for parenteral use. The recommended main-
tenance regimen of tigecycline is 100 mg followed by 50 mg i.v. twice daily.

Oral absorption of tetracyclines occurs in the stomach and proximal small
intestine. Oral bioavailability with these compounds is relatively high, ranging
from 75% to 100%. Food can reduce the absorption of both tetracycline and
doxycycline considerably (up to 50%) but has less of an effect on minocycline.
Binding to divalent cations such as Ca2þ, Fe2þ, and Mg2þ can reduce absorption of
each of the compounds from this class.
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Serum pharmacokinetic indices among the commonly used tetracyclines are
relatively similar (Table 1) (20–23). Following an oral 500 mg dose of tetracycline
or a 200 mg dose of either doxycycline or minocycline, peak levels in the range of
3 to 4 mg/L are observed in two to four hours. The elimination half-lives for all of
the tetracyclines are relatively long. The elimination half-life of tetracycline in
various reports ranges from 8 to 11 hours and is the shortest among the class. For
doxycycline and minocycline, elimination half-lives are more prolonged, ranging
from 12 to 25 hours. The new glycylcyclines exhibit the longest half-lives ranging
from 36 to 67 hours. The tetracyclines are eliminated by both renal and hepatic
mechanisms to varying degrees. Both tetracycline and doxycycline have substan-
tial renal elimination, with concentrations of active drug in urine ranging from
40% to 60%. Conversely, both minocycline and the glycylcycline derivatives
achieve minimal active urine concentrations (5–15%). They are renally filtered at
the glomerulus but primarily reabsorbed because of their high lipid solubility. The
tetracycline class is not effectively dialyzed. Yet, dose adjustment in patients with
renal insufficiency is not necessary for tigecycline, doxycycline, or minocycline.
Tetracycline, however, is contraindicated in patients with a creatinine clearance of
less than 30 mL/min. Dose adjustments are not necessary in patients with hepatic
dysfunction.

The reported tissue distribution of tetracycline derivatives varies depending
primarily upon the lipophilicity of the individual drugs (22–27). Penetration in
most tissues has been predicted fairly well by serum concentration. For some
tissue sites, distribution measurements in tissue have been lower than in serum.
For example, concentrations of tetracycline and doxycycline in respiratory secre-
tions have been reported to be lower than in serum. Reports of doxycycline
concentrations in sputum, sinus secretions, and middle ear fluid have ranged from
20% to 60% of concomitant serum values (25,27). Measurement of doxycycline
concentration in the epithelial lining fluid has not been reported. However,
epithelial lining fluid (ELF) measurement of minocycline has been undertaken and
concentrations three- to fivefold in excess of those in serum have been observed
(28). One would anticipate a similar relationship between serum and ELF concen-
trations for doxycycline. Recent studies with the glycylcycline derivative, tigecy-
cline, reported ELF exposures, which are 30% higher than those in serum.

Tissue distribution studies in other tissue sites have demonstrated higher
concentrations of the more lipophilic minocycline and doxycycline than tetracy-
cline (5,29,30). Studies examining penetration into the eye and central nervous
system have reported variable, but therapeutic, concentrations with each of the
tetracyclines, particularly in association with inflamed tissues.

TABLE 1 Pharmacokinetics and Pharmacodynamics of Tetracyclines in Humans

Drug Regimen
Cmax

(mg/L)
Half-life
(hr)

AUC
(mghr/L)

Protein
binding

PK/PD
breakpointa

Tetracycline 500 mg q6hr 4.0 8–11 40 20–65% 0.5 (1)
Doxycycline 200 mg qday 4 12–20 84 80–93% 0.5 (1)
Minocycline 200 mg qday 3.1 16–25 50 75% 0.5 (1)
Tigecycline 50 mg qday 0.63 42 5.5 71–89% 0.12 (0.25)
aValue in parentheses represents the MIC based upon the PD target in the presence of neutrophils.
Abbreviations: AUC, area under concentration curve; PK, pharmacokinetics; PD, pharmacodynamics.
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Protein-binding assays have demonstrated modest binding and relatively
similar values (5,31,32). Protein binding reports with tetracycline have varied
mostly depending upon the specific study from as low as 20% to as high as 65%.
The range of binding values for the other common derivatives includes doxycy-
cline at 80% to 95%, minocycline at 75%, and tigecycline at 71% to 89%.

PHARMACODYNAMICS—IN VITRO AND ANIMAL MODELS
Time Course Activity
Antimicrobial pharmacodynamics examines the relationship between a measure of
drug exposure and antimicrobial effect (33). There are two major pharmacody-
namic characteristics, which determine the relationship between drug concentra-
tion and efficacy over time. The first is whether organism killing is enhanced by
increasing the concentrations of drug. The second is the presence and duration of
antimicrobial effects, which can persist following drug exposure, termed postanti-
biotic effects. Three patterns of activity have been described based upon these two
characteristics. One pattern is characterized by concentration-dependent killing
and prolonged persistent effects. Optimal activity with drugs exhibiting this
pattern is enhanced by maximizing drug concentrations. Drug classes distin-
guished by this pattern of activity include the quinolones and aminoglycosides. A
second pharmacodynamic pattern is characterized by time-dependent killing and
brief postantibiotic effects. Efficacy with drugs with this pattern of activity, such
as the b-lactams, is increased by prolonging the duration of drug exposure. The
final pattern of activity is similarly marked by time-dependent killing; however,
these drugs also produce prolonged persistent effects. The long postantibiotic
effects allow more widely spaced dosing intervals, and efficacy is improved by
maximizing the drug exposure or the area under concentration curve (AUC). This
pharmacodynamic pattern drives efficacy for drugs from the macrolides, (azalides)
oxazolidinones, and streptogramin classes.

Both in vitro and in vivo investigations have been recently undertaken to
characterize the time course activity of several tetracycline compounds. The in
vitro time course activity of doxycycline was examined over a wide concentration
range. Concentrations near and several fold higher than the minimum inhibitory
concentration (MIC) had minimal impact on the extent of killing (34). The
pharmacodynamic activity of doxycycline against Streptococcus pneumoniae has
been also been examined in a neutropenic murine thigh infection model (35).
Single-dose time kill studies similarly demonstrated minimal enhancement in the
extent or rate of killing with escalating doxycycline dose levels. Despite the lack of
concentration-dependent killing, however, regrowth of organisms following in
vivo exposures was suppressed for prolonged periods of time, with in vivo
postantibiotic durations ranging from 3.3 to 13 hours.

Pharmacodynamic study with the tetracycline derivative, minocycline, has
been undertaken using an in vitro S. aureus time kill model (36). Minocycline
exposures two- and fourfold in excess of the MIC resulted in postantibiotic
suppression of regrowth of 1.4 and 3.8 hours, respectively. In vivo study with
minocycline using a murine thigh infection model, reported extremely prolonged
postantibiotic effects, ranging from 16 to 20 hours following doses of 5 and
10 mg/kg, respectively (37).

Similar pharmacodynamic investigations have been undertaken with the
glycylcycline derivatives. An in vitro time kill study with the glycylcycline
derivative, DMG-DMDOT, against S. aureus reported postantibiotic effects ranging
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from 1.7 to 3.9 hours following exposures 2· and 4· the MIC (36). In vivo time
kill investigation with this derivative demonstrated even longer postantibiotic
durations ranging from 4.4 to 9.0 hours following doses of 5 and 10 mg/kg,
respectively (36). Similar, in vitro models have been used to examine the impact of
dose escalation of the glycylcycline and tigecycline against enterococcal species
(38). These studies reported maximal tigecycline killing at a concentration only
two times the MIC of Enterococcus faecalis and Enterococcus faecium. No enhance-
ment in killing was observed following exposures up to 20-fold in excess of the
MIC. Modest in vitro postantibiotic effects were observed over this range of
exposures ranging from 1 to 4.5 hours. The mouse thigh model has also been used
to characterize the pharmacodynamics of two glycylcyclines (GAR 936 = tigecy-
cline and WAY 152,288) (37). In vivo studies were undertaken against numerous
S. pneumoniae, S. aureus, and gram-negative bacilli. Escalating dose levels had
minimal impact on the extent of organism killing. A similar relationship between
dose level and in vivo effect was observed in an enterococcal endocarditis model
in rabbits (38). However, similar to the other tetracycline derivatives, in vivo time
kill studies in mice demonstrated prolonged postantibiotic effects with both
compounds against S. pneumoniae and E. coli, ranging from five to nine hours.

Results from both in vitro and in vivo studies with several tetracycline
derivatives have demonstrated congruent pharmacodynamic characteristics. Tetra-
cycline pharmacodynamic activity is distinguished by time-dependent killing and
prolonged persistent effects. Previous investigations with compounds exhibiting
time-dependent killing and prolonged post-antibiotic effect (PAE) have found that
the pharmacodynamic parameter predictive of efficacy is the 24-hour area under
the concentration curve in relation to the MIC (33).

Dose Fractionation
Dose fractionation studies in which the same total dose levels are divided into
smaller doses and administered at different dosing frequencies have been useful for
defining or confirming which pharmacodynamic parameter (% time above MIC,
AUC/MIC, and Cmax/MIC) is important for antimicrobial activity (33). The dose
fractionation design allows the investigator to better discern the impact of these
parameters by reducing the interrelationships observed with simple dose escalation.
For example, increasing the dose level of drug A will linearly increase both the
Cmax/MIC and AUC/MIC and also increase the T>MIC. If efficacy in these
fractionation studies is optimal with large infrequent doses, the Cmax/MIC parameter
is the best predictor of activity. Conversely, if smaller and more frequently adminis-
tered regimens prove most effective, the T>MIC parameter is likely the important
parameter. Lastly, if efficacy is dependent upon the dose of drug, but independent
of the dosing frequency, the 24-hour AUC/MIC parameter best describes the dose–
response relationship. A number of animal model dose fractionation studies have
been performed with drugs from the tetracycline class of antimicrobials.

Minocycline study in the murine thigh infection model included therapy
over a 100-fold dose range, fractionated using four dosing intervals against either
S. pneumoniae or E. coli (39). The results demonstrated that outcome was depen-
dent on the dose level and independent of dosing interval. Nonlinear regression
analysis of the pharmacodynamic relationships (T >MIC, AUC/MIC, and Cmax/
MIC vs. outcome) showed the importance of the 24-hour AUC/MIC parameter for
best describing the minocycline dose–response relationship.
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Doxycycline studies in the neutropenic thigh model using dose fractionation
similarly demonstrated that outcome was dependent upon the total drug expo-
sure, and conversely the dosing interval did not appreciably impact in vivo
efficacy (40). As the dosing interval was lengthened from every six hours to every
24 hours, efficacy remained similar for each of the total dose levels (Fig. 1). The
dose response data regressed most strongly with the 24-hour AUC/MIC para-
meter (Fig. 2).

Similar in vivo study with the glycylcycline derivative, tigecycline, demon-
strated the importance of both concentration and time of exposure in dose
fractionation studies. Tigecycline efficacy was similar for 6, 12, and 24 hourly
regimens (37). However, the 48 hourly regimen was less effective. The ineffective-
ness of the prolonged 48 hourly regimen is not surprising given the relatively short
elimination half-life in small rodents. The impact of dose fractionation was similar
in a study with the glycylcycline, WAY 152,288. However, for this derivative, the
shift in efficacy was not observed until the dosing interval was lengthened to every
48 hours. Regression of the data sets with each of the pharmacodynamic para-
meters similarly suggested the importance of both the 24-hour AUC/MIC and time
above MIC parameters. However, when the 48 hourly data are eliminated, the 24-
hour AUC/MIC is more clearly the predictive pharmacodynamic parameter. Lung
infection models with both S. pneumoniae and Pseudomonas aeruginosa using dose
escalation and dose fractionation reported a similar reduction in lung burden when
similar total dose levels were fractionated once or twice daily (41–43).
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Pharmacodynamic Target Determination
The magnitude of the drug exposure in the context of the important pharmacody-
namic parameter can also be elucidated in preclinical studies. To put it simply,
what AUC/MIC, Cmax/MIC, or T >MIC value (how much drug) is needed to
achieve the desired treatment end point. Results from these in vitro and in vivo
investigations have proven to be similar among the preclinical models and most
importantly have been similar in clinical investigation (33).

Fewer pharmacodynamic target studies have been undertaken with tetracy-
cline derivatives. Animal models studies with doxycycline examined the pharma-
codynamic target (24-hour AUC/MIC value) associated with in vivo efficacy (40).
Study with 11 pneumococci with widely varying doxycycline susceptibility
(ranging more than 30-fold) found that the free-drug 24-hour AUC/MIC value
associated with a net bacteriostatic effect (static dose) was near 25. The pharmaco-
dynamic value associated with a 2 log10 cfu/thigh reduction in organism burden
was near 50. The doxycycline pharmacodynamic exposures (24-hour AUC/MIC)
necessary for efficacy were not impacted by drug resistance to b-lactams, macro-
lides, or tetracycline.

Similar studies have been undertaken to identify the impact of the host
neutrophil on treatment efficacy (44). Study with doxycycline in a murine model
found than the presence of neutrophils enhanced the in vivo activity of doxycy-
cline compared to study in neutropenic animals. The 24-hour AUC/MIC value
associated with a static effect was two- to threefold lower in non-neutropenic mice
infected with pneumococci. In addition, the duration of the postantibiotic effect
was two to four hours longer in non-neutropenic mice.

Pharmacodynamic target investigation has also been undertaken with gly-
cylcycline derivatives against S. pneumoniae and S. aureus in the neutropenic
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murine thigh model (37). The 24-hour AUC/MIC exposure necessary to produce a
net static effect was similar for two glycylcycline compounds. The 24-hour AUC/
MIC target for S. pneumoniae was 13.5 � 7.8. The value against S. aureus was
somewhat (but not statistically significant) higher (24-hour AUC/MIC 38 � 16). A
substudy of therapeutic end points also demonstrated a strong relationship
between the microbiologic burden of organisms after 24 hours of therapy and
animal survival after five days. The glycylcycline exposure associated with a net
bacteriostatic effect was predictive of 50% survival in neutropenic mice. Maximal
survival was observed in association with a near 2 log10 reduction in organism
burden in the thighs of mice.

PHARMACODYNAMICS—CLINICAL

There are no clinical investigations that allow analysis of the pharmacodynamics
of tetracycline, doxycycline, or minocycline. However, one can consider the
pharmacodynamic target identified in animals (24-hour AUC/MIC 25) in relation
to the pharmacokinetics of these compounds in humans (Table 1). For example, a
dosing regimen of 200 mg once daily regimen of minocycline or doxycycline
would provide a free-drug exposure in serum equivalent to this AUC/MIC target
for organisms with MICs up to 0.5 mg/L (Table 1). The presence of white cells
would reduce the required target further and allow coverage of organisms up to
an MIC of 1 mg/L. The current susceptibility breakpoint of 2 mg/L is a dilution
higher than what pharmacodynamic analysis would predict.

Development of the new glycylcycline derivative, tigecycline, has included
population pharmacokinetics and pharmacodynamic analysis of clinical trials. For
example, recent investigation examined the relationship between tigecycline phar-
macokinetics in patients and treatment efficacy in streptococcal and staphylococcal
skin and skin-structure infections (45). Among the 35 patients observed in the
treatment trial, clinical and microbiologic outcomes were strongly linked to the
glycylcycline 24-hour AUC/MIC. Patients with 24-hour AUC/MIC exposures in
excess of 12.5 were 13 times more likely to experience a favorable treatment
outcome. This value fits nicely with the 13.5 to 36 target identified in neutropenic
animals, which should be at least twofold lower in normal animals.

THERAPEUTIC USES

The tetracyclines are the drugs of choice or effective alternative therapy for a wide
variety of bacterial, chlamydial, mycoplasmal, and rickettsial infections (4). The
major infectious syndromes for which the tetracyclines remain a viable first line
option include Lyme disease, brucellosis, ehrlichia infections, chlamydia infections,
rickettsial infections, Helicobacter pylori, and vibrio infections. The most common
use of tetracyclines as an alternative regimen is in the treatment of upper and
lower respiratory tract infections, in particular infections in otherwise healthy
young adults in which M. pneumoniae are more common etiologic agents. Doxycy-
cline in particular remains an alternative treatment option for outpatient manage-
ment of community-acquired pneumonia in guidelines from several profession
societies including the Infectious Diseases Society of America and the American
Thoracic Society (11). Relatively large clinical trials have suggested that doxycy-
cline is equivalent to therapy with both macrolides and quinolone antibiotics
(46–48). However, empiric use of these agents for community-acquired pneumonia
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has become less common due to the increased prevalence of resistant S. pneumo-
niae. There are few, if any, clinical data describing the outcome of tetracycline
therapy in patients infected with resistant strains.

The glycylcyclines are being developed for a number of indications including
respiratory, skin, and intra-abdominal infections. The single trial published thus
far is an open label study in skin and skin-structure infections in 160 patients (49).
Two dose levels (25 and 50 mg i.v. every 12 hours) were examined and clinical
success was observed in 67% and 74%, respectively.

SUMMARY

Both in vitro and animal model pharmacodynamic studies have demonstrated
time-dependent antimicrobial activity. However, time course studies have also
identified prolonged suppression of regrowth or postantibiotic effects. The phar-
macodynamic parameter shown to correlate with efficacy is the 24-hour AUC/
MIC ratio. The AUC/MIC ratio of free drug that predicts efficacy in animal
infection models is approximately 15 to 25. Since the AUC is the product of
concentration over time, this value is essentially like averaging a drug concentra-
tion at the MIC over a 24-hour period or 1 · 24.
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Section IV: Antiviral Agents

14 The Clinical Pharmacology of Nucleoside
Reverse Transcriptase Inhibitors

Jennifer J. Kiser and Courtney V. Fletcher
University of Colorado Health Sciences Center, Denver, Colorado, U.S.A.

MECHANISM OF ACTION

Nucleoside reverse transcriptase inhibitors (NRTIs) include thymidine analogs
such as stavudine (d4T) and zidovudine (AZT or ZDV); cytosine analogs such as
emtricitabine (FTC), lamivudine (3TC), and zalcitabine (ddC); the inosine deriva-
tive didanosine (ddI); and the guanosine analog abacavir sulfate (ABC). Tenofovir
disoproxil fumarate (TDF or PMPA) is an adenosine-derived nucleotide reverse
transcriptase inhibitor. As a class, NRTIs require stepwise phosphorylation to the
50-triphosphate, which is their pharmacologically active moiety. This intracellular
phosphorylation occurs by cytoplasmic or mitochondrial kinases and phospho-
transferases. The active triphosphate then inhibits viral replication through compe-
titive binding to the viral enzyme reverse transcriptase and chain reaction
termination after incorporation into the proviral DNA due to the modified 30-
hydroxyl group (1,2). The triphosphate anabolite is also a potential source of
toxicity through inhibition of mitochondrial DNA polymerase (3).

SPECTRUM OF ANTIVIRAL ACTIVITY

The activity spectrum of the NRTIs includes HIV types one and two (4). The
NRTIs lamivudine (3TC) and emtricitabine (FTC) also have activity against
hepatitis B virus (HBV). The antiviral spectrum of activity for the nucleotide,
tenofovir, includes HIV types one and two, various other retroviruses, and HBV
(4). Examples of the range of in vitro susceptibility values (concentration required
to inhibit viral replication by 50%, IC50, inmM) for select agents against wild-type
HIV are abacavir, 0.07 to 5.8; lamivudine, 0.002 to 15; tenofovir, 0.04 to 8.5; and
zidovudine, 0.01 to 0.048. For comparison purposes, the IC50 range for the protease
inhibitor lopinavir is 0.004 to 0.027mM and the IC90 range for the non-NRTI
efavirenz is 0.0017 to 0.025mM.

MECHANISM OF RESISTANCE

HIV exhibits a very high turnover rate; 10 million new viruses are produced daily.
The fidelity of reverse transcriptase is poor, and many mistakes are made during
the replication process. These errors in the final DNA product contribute to rapid
mutation of the virus and allow drug resistance to evolve. It is estimated that
approximately 70% of treatment-experienced patients have some degree of resis-
tance to antiretroviral drugs (5). Transmission of resistant virus is also an emer-
ging concern. Recent data suggest the presence of resistance in 14.5% of newly
diagnosed, treatment naïve patients including NRTI resistance in 7.1% (6).
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The resistance patterns of older NRTI combinations are well characterized.
When zidovudine or stavudine is combined with lamivudine, the M184V mutation
emerges rapidly. Despite the presence of this mutation, maintaining lamivudine
(and probably emtricitabine) in a regimen has been associated with continued
virologic benefit, presumably due to a lowered probability of developing thymi-
dine analogue mutations (TAMs). There are six TAMs, which seem to occur in two
distinct pathways. The M41L, L210W, and T215Y/F pathway is the most prevalent
and results in the greatest loss of susceptibility compared with the D67N, K70R,
and K219Q/E/N/R pathway. The most commonly observed mutations with
zidovudine plus didanosine or didanosine plus stavudine are TAMs. Also, the
multinucleoside resistance mutations, Q151M and the T69 insertion, are more
common with didanosine than lamivudine-containing regimens.

The K65R and L74V mutations appear to be associated with combinations of
the more recently approved NRTIs. When abacavir, tenofovir, or didanosine is
used with lamivudine (or emtricitabine) in the absence of thymidine analogues,
the mutations likely to develop include M184V, K65R, and L74V. The signature
mutation of tenofovir is K65R. K65R can also emerge with abacavir, though L74V
is more common. Zidovudine appears to protect against the emergence of K65R
and L74V mutations.

In recent years, there have been some alterations in the prevalence of
antiretroviral drug resistance mutations. These changes are likely a reflection of
how our treatment of HIV with the NRTIs has evolved. Consistent with the
decline in the use of the thymidine analogues, a continued reliance on lamivudine,
and an increase in the use of tenofovir, the prevalence of M184V and Q151M
mutations has remained relatively constant, while the L74V mutation, the 69
insertion, and TAMs have decreased. The K65R and Y115F mutations have
increased in prevalence, though they are still relatively uncommon (7).

The International AIDS Society and Department of Health and Human
Services guidelines recommend resistance testing in cases of treatment failure,
primary infection, and those with chronic infection of less than two years duration
(8,9). Antiretroviral drug resistance can be assessed using genotypic or phenotypic
tests, both of which have advantages as well as limitations. Genotypic tests
identify mutations in a patient’s viral reverse transcriptase and protease genes,
which are known to be associated with the development of antiretroviral drug
resistance. Phenotypic testing determines the degree to which a drug inhibits
replication of the patient’s virus, with the results provided as the fold change in
IC50 compared with wild-type reference. Phenotypic tests are more expensive, but
provide quantitative information on the degree of resistance and an assessment of
the impact of the combination of mutations on overall susceptibility. Phenotypic
and genotypic tests only detect the predominant HIV population in the patient, so
minority populations cannot be accurately assessed, and the tests usually require
that patients have viral loads of at least 500 copies/mL.

SUMMARY OF PHARMACOKINETIC PROPERTIES
NRTI as a Class
Rational use of antiretroviral drugs requires knowledge of their pharmacokinetic
properties. A number of the pharmacokinetic properties of the NRTIs are listed in
Table 1. The NRTIs are prodrugs, which require intracellular phosphorylation to
exert their antiviral effects. Therefore, the intracellular NRTI triphosphate moiety is
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the clinically relevant compound. However, measuring intracellular concentrations
of the NRTIs is both difficult and expensive, and intracellular data for these
compounds have only recently become available. The NRTIs are all dosed either
once or twice daily, excluding zalcitabine, which is given thrice daily, is poorly
tolerated, rarely used, and therefore, will not be discussed further in this chapter.
The NRTIs have minimal binding to plasma and serum proteins. Most have short
plasma half-lives, with the exception of emtricitabine and tenofovir, which have
plasma half-lives of 10 and 17 hours, respectively. Intracellular half-lives range
from seven hours for zidovudine and stavudine to perhaps 150 hours for tenofovir.

In general, the NRTIs have a low propensity for drug interactions, at least
compared with the non-NRTIs and protease inhibitors, since the NRTIs are not
substrates, inhibitors, or inducers of CYP enzymes. However, they are not devoid
of interactions. NRTIs that are analogues for the same nucleic acid often demon-
strate antagonism. Zidovudine and stavudine are thymidine analogues, which are
phosphorylated by the same kinases; therefore antagonism of phosphorylation and
thereby anti-HIV activity occurs between these drugs both in vitro and in vivo, and
they should not be given together (10). Didanosine and tenofovir are both adeno-
sine analogues, and recently these drugs have demonstrated increased virologic
failure rates and CD4 depletion in combination (11). A didanosine and tenofovir-
containing regimen should be used cautiously, if at all. Tenofovir also exhibits some
unexplained drug interactions with the protease inhibitors. Lopinavir/ritonavir,
atazanavir, atazanavir/ritonavir, and the investigational protease inhibitor, brecana-
vir plus ritonavir, have all been shown to increase the area under the concen-
tration–time curve (AUC) of tenofovir by approximately 30% (12–14). These
interactions appear to occur at the renal level, via protease inhibitor inhibition of
renal transporters responsible for tenofovir efflux from the kidneys into the urine
(14,15). Didanosine tablets, which contain antacid buffers to improve drug absorp-
tion, predispose this drug to absorption interactions. Tipranavir, a recently
approved protease inhibitor, decreases plasma concentrations of zidovudine and
abacavir by approximately 40%. The mechanism for this interaction is unclear. It is
also unknown if these decreases in plasma concentrations translate into reduced
intracellular concentrations. Additional drug interaction data for the NRTIs can be
found in the following section. Also, the Department of Health and Human Services
Guidelines for the Use of Antiretroviral Agents in HIV-1 Infected Adults and
Adolescents contain continually updated antiretroviral drug interaction tables (9).

In addition to drug–drug interactions, there are a few drug–food interactions
to consider with this class of agents. Didanosine must be taken on an empty
stomach, whereas zidovudine tolerability and tenofovir exposures are improved
when these drugs are taken with food. When possible, antiretroviral drugs with
symmetrical pharmacokinetic properties (i.e., similar half-lives and food
requirements) should be used in combination to simplify dosing regimens and
potentially improve adherence.

Hallmark toxicities for the NRTI class include peripheral neuropathy, lipoa-
trophy, and hepatomegaly/steatosis with lactic acidemia. All the NRTIs have black
box warnings in their product labeling for lactic acidosis and severe hepatomegaly,
but the drugs have differing propensities for these adverse effects based on their
affinities for mammalian mitochondrial DNA polymerase g. The NRTIs have been
ranked based on their rates of incorporation into mammalian mitochondrial DNA
polymerase g and rates of exonuclease removal of each analog after incorporation.
Zalcitabine, didanosine, and stavudine have 13- to 36-fold tighter binding and
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ineffective exonuclease removal relative to the other NRTIs, and thus these drugs
are more likely to be associated with mitochondrial toxicites (16). Due to their
overlapping toxicities, the combination of didanosine and stavudine is not recom-
mended. Additional drug-specific adverse effects are discussed in the following
section.

Individual Agents
Lamivudine is a dideoxy-cytidine analogue. It has a molecular weight of
229.3 g/mol. Lamivudine can be given once or twice daily. Once daily dosing
results in a similar AUC, but 66% higher maximum concentrations (Cmax) and 53%
lower troughs in the plasma. Intracellular lamivudine triphosphate AUC and Cmax
are similar with once daily and twice daily dosing, but the intracellular trough is
lower in the once versus twice daily regimen. Despite the differences in pharmaco-
kinetics, in combination with zidovudine and efavirenz, the proportion of antiretro-
viral naïve patients with undetectable viral loads at 48 weeks was equivalent with
once versus twice daily lamivudine (17). Absolute bioavailability of the drug is 86 �
16% (mean � SD). The apparent volume of distribution is 1.3 � 0.4 L/kg, which is
independent of dose and does not correlate with body weight. Less than 36% of the
drug is protein bound. The majority of lamivudine is eliminated unchanged in the
urine by active organic cationic secretion. Total clearance and renal clearance (mean
� SD) are 398.5 � 69.1 and 199.7 � 56.9 mL/min, respectively. The mean plasma
elimination half-life ranges from five to seven hours. Lamivudine exposure, Cmax,
and half-life increase with diminishing renal function; thus it is recommended that
the dosage of lamivudine be reduced in patients with renal impairment. Hemodia-
lysis, continuous ambulatory peritoneal dialysis, and automated peritoneal dialysis
have negligible effects on lamivudine clearance; therefore, beyond creatinine clear-
ance guided adjustments, no additional modifications appear necessary. The effects
of continuous hemodialysis are unknown. Lamivudine pharmacokinetics are not
altered with impaired hepatic function; however, the safety and efficacy have not
been established in those with decompensated liver disease. Lamivudine is an
extremely well-tolerated medication, but it can cause exacerbations of hepatitis B
following drug discontinuation. Lamivudine has also been associated, though the
risk is quite low, with the development of pancreatitis in children.

Abacavir is a dideoxy-guanosine analogue with a molecular weight of
670.76 g/mol. Abacavir is converted intracellularly to its active metabolite, carbovir
triphosphate. The mean absolute bioavailability of abacavir is 83%. The apparent
volume of distribution is 0.86 � 0.15 L/kg. Binding of abacavir to human plasma
proteins is approximately 50%. Abacavir is metabolized by alcohol dehydrogenase
(to form the 50 carboxylic acid) and glucuronyl transferase (to form the 50

glucuronide). The observed plasma elimination half-life (following a single dose) is
estimated to be 1.5 � 0.63 hours. Total clearance is 0.8 � 0.24 L/hr/kg (mean � SD).
The pharmacokinetics of abacavir have not been assessed in patients with impaired
renal function, but renal excretion of unchanged abacavir is only a minor route of
elimination. Abacavir AUC and half-life are increased 89% and 58%, respectively, in
patients with mild hepatic impairment, thus the dosage should be reduced to 200 mg
twice daily in these patients. Abacavir can cause a hypersensitivity reaction char-
acterized by at least two of the following: fever, rash, gastrointestinal symptoms,
constitutional symptoms (generalized malaise, fatigue, and achiness), and/or respira-
tory symptoms. The symptoms usually appear within the first six weeks of abacavir
initiation and the median time to onset is nine days. The hypersensitivity reaction
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occurred in 8% of 2670 patients in nine clinical trials, and there is a genetic
predisposition for the development of this adverse effect (18). This reaction can be
fatal if not recognized early, thus subjects who develop the abacavir hypersensitivity
reaction should discontinue abacavir immediately and never be rechallenged with
the drug.

Zidovudine is a synthetic analogue of the naturally occurring nucleoside,
thymidine. The molecular weight of zidovudine is 267.24 g/mol. The mean
absolute bioavailability of this drug is 64%. Zidovudine should be taken with food
to decrease nausea. The apparent volume of distribution is 1.6 � 0.6 L/kg. Binding
of zidovudine to human plasma proteins is less than 25%. The major metabolite of
zidovudine is the 50 glucuronidated metabolite (GZDV) formed by uridine dipho-
sphate-glucuronosyl transferase. The AUC of GZDV is threefold greater than the
AUC of zidovudine, but GZDV is not an active compound. Urinary recovery of
ZDV and GZDV accounts for 14 and 74%, respectively, of a dose. A second
metabolite, 30-amino-30-deoxythymidine, is formed via hepatic 30-reduction of the
azide moiety. The observed plasma elimination half-life of zidovudine is between
0.5 and 3 hours. Systemic and renal clearance of zidovudine are 1.6 � 0.6 and
0.34 � 0.05 L/hr/kg (mean � SD), respectively. No dosage adjustments are neces-
sary for patients with creatinine clearances greater than or equal to 15 mL/min. In
patients undergoing hemodialysis or peritoneal dialysis, the recommended dose is
100 mg every six to eight hours. There are insufficient data to recommend a dose
in patients with mild to moderate hepatic impairment or cirrhosis. However, since
zidovudine is primarily eliminated via hepatic metabolism, a dose reduction may
be necessary. Tipranavir, ritonavir, nelfinavir, and rifampin all decrease zidovu-
dine plasma concentrations. Atovaquone, fluconazole, methadone, probenecid,
and valproic acid all increase zidovudine plasma concentrations. Zidovudine
causes headache, malaise, anorexia, nausea, and vomiting in a greater proportion
of patients than placebo. Cytopenias are a major dose-limiting adverse effect of
zidovudine therapy because zidovudine is toxic to the myeloid and erythroid
precursors in bone marrow. Myopathy may also occur with this drug.

Stavudine is also a thymidine analogue. The molecular weight of stavudine
is 224.2 g/mol. Binding of stavudine to serum proteins was negligible over the
concentration range of 0.01 to 11.4mg/mL. Stavudine oral bioavailability is esti-
mated at 86.4 � 18.2%. The volume of distribution is 46 � 21 L. Total body and
renal clearance of stavudine are 594 � 164 and 237 � 98 mL/min, respectively.
The elimination half-life of stavudine in plasma following an oral dose is 1.6 �
0.23 hours. About 42 � 14% of a dose is recovered in the urine. Approximately
40% of a stavudine dose is eliminated via a combination of active tubular secretion
and glomerular filtration. Stavudine concentrations are increased in patients with
renal impairment; thus dosage adjustments are necessary for those with creatinine
clearances of <50 mL/min. Stavudine pharmacokinetics were not altered in five
non–HIV-infected subjects with hepatic impairment secondary to cirrhosis follow-
ing a single 40 mg dose.

Didanosine is a synthetic nucleoside analogue of the naturally occurring
nucleoside deoxyadenosine. Its molecular weight is 236.2 g/mol. Binding of didano-
sine to plasma proteins is less than 5%. The oral bioavailability of didanosine is
42 � 12%. The apparent volume of distribution is 1.08 � 0.22 L/kg. The systemic
and renal clearance of the drug are 13 � 1.6 and 5.5 � 2.1 mL/min/kg, respectively.
The plasma elimination half-life of didanosine is 1.5 hours. About 18 � 8% of the
drug is recovered in the urine in a dosing interval. In the presence of food, the
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didanosine Cmax and AUC are reduced 46% and 19%, thus didanosine should be
taken on an empty stomach. Purine nucleoside phosphorylase (PNP) catalyzes the
reversible phosphorolysis of didanosine to hypoxanthine. Tenofovir monopho-
sphate is a potent inhibitor of PNP in the presence of didanosine. Thus didanosine
concentrations are increased in the presence of tenofovir. It is theorized that the
combination of tenofovir and didanosine may also cause purine deoxyribonucleo-
tide triphosphates to accumulate in T-cells (19). Large amounts of dATP and dGTP
can impair T-cell maturation and differentiation, and hence cause the CD4 cell
depletion seen with this combination. Ribavirin increases didanosine triphosphate
concentrations in vitro, and toxicities have been noted in patients receiving this
combination (20). The dose of didanosine should be reduced in patients with
impaired renal function and/or receiving hemodialysis. It is unknown if hepatic
impairment significantly alters didanosine pharmacokinetics. Toxicities associated
with didanosine include pancreatitis, peripheral neuropathy, and hepatitis.

TDF is an acyclic nucleotide diester analog of adenosine monophosphate. The
molecular weight of the TDF prodrug tablet is 635.52 g/mol. The molecular weight
of the actual tenofovir compound is 288 g/mol. A high fat meal increases tenofovir
AUC by 40%. The prodrug, TDF, is a substrate for P-glycoprotein (21). In vitro
binding of tenofovir to human plasma or serum proteins is less than 0.7% and
7.2%, respectively. The apparent volume of distribution of tenofovir is 1.3 � 0.6
and 1.2 � 0.4 L/kg following intravenous administration of 1 and 3 mg/kg of
tenofovir, respectively. The plasma and intracellular half-lives of tenofovir and
tenofovir diphosphate are 17 and 150 hours, respectively. About 32 � 10% of a
dose is recovered in the urine over 24 hours. The systemic and renal clearance of
tenofovir are (mean � SD) 37.4 � 14.5 L/hr and 12 � 3.5 L/hr, respectively (15).
Tenofovir is eliminated via a combination of glomerular filtration and active
tubular secretion. Tenofovir enters renal proximal tubule cells via human organic
anion transporters 1 and 3 and exits the cells into the urine via multidrug resistance
protein 4 (22). Tenofovir concentrations are significantly increased in patients with
renal impairment, thus tenofovir should be used cautiously (if at all) in patients
with creatinine clearance values <50 mL/min and the dosage interval increased.
The pharmacokinetics of tenofovir are not significantly altered in patients with
hepatic impairment, and therefore dose adjustments are not necessary. Tenofovir is
a well-tolerated medication. However, some patients do develop renal toxicities
including acute renal failure and Fanconi syndrome with this drug. The patients at
risk for renal toxicities and the mechanism by which these toxicities occur remain
to be elucidated.

Emtricitabine is a dideoxy-cytidine analogue. The molecular weight of
emtricitabine is 247.24 g/mol. Structurally, emtricitabine is very similar to lamivu-
dine, the only difference between these compounds being the addition of fluorine
to emtricitabine. The mean absolute bioavailability of emtricitabine is 93%. Emtri-
citabine may be taken without regard to meals. In vitro binding of emtricitabine to
plasma proteins is less than 4%, 86% of a dose is eliminated in the urine and 14%
in the feces. Emtricitabine is eliminated via a combination of active tubular
secretion and glomerular filtration. The plasma and intracellular emtricitabine and
emtricitabine triphosphate half-lives are 10 and 39 hours, respectively. The effect
of hepatic impairment on emtricitabine pharmacokinetics has not been assessed.
The concentrations of emtricitabine are increased in renal impairment and
thus dose adjustments are necessary in patients with creatinine clearance values
<50 mL/min. Emtricitabine can cause skin discoloration.

The Clinical Pharmacology of Nucleoside Reverse Transcriptase Inhibitors 285



CLINICAL PHARMACOKINETICS AND CLINICAL PHARMACODYNAMICS
NRTI as a Class
The era of antiretroviral therapy began in 1987 following the demonstration that
the NRTI, zidovudine, when given to persons with AIDS demonstrated a survival
benefit. In this study, individuals with AIDS or AIDS-related complex were
randomized to receive either zidovudine 1500 mg/day or placebo. Zidovudine
reduced the probability of developing an opportunistic infection from 43% to 23%
(P< 0.001) and significantly improved survival. Furthermore, after 12 weeks of
treatment, zidovudine recipients had a higher CD4 count (68 cells/mL) compared
with those who received placebo (33 cells/mL) (23). NRTIs remain today, funda-
mental components of almost all therapeutic strategies for the treatment of HIV
infection. Indeed, preferred therapy for the antiretroviral-naïve HIV-infected person
involves the use of two NRTIs with either a non-NRTI or a protease inhibitor (9).

Monotherapy with zidovudine has not only been shown to improve survival
in patients who have AIDS, but also been demonstrated to effect a dramatic
reduction in the transmission of HIV from the pregnant woman to her newborn
baby. AIDS Clinical Trials Group (ACTG) protocol 076 randomized 477 HIV-
infected pregnant women (14 to 34 weeks’ gestation) to either zidovudine or
placebo. The zidovudine regimen consisted of antepartum zidovudine (100 mg five
times daily) plus a continuous infusion of zidovudine during labor (2 mg/kg
intravenously over one hour followed by 1 mg/kg/hr), and zidovudine for the
newborn (2 mg/kg orally every six hours for six weeks). The HIV transmission rate
was 25.5% among those that received placebo, but it was 8.3% when the mothers
and their babies received zidovudine. This difference corresponds to a two-third
reduction in the risk of maternal-to-infant HIV transmission. Adverse reactions
associated with zidovudine therapy in the study were minimal: hemoglobin concen-
trations were significantly lower at birth in infants whose mothers received zidovu-
dine, but this difference disappeared by 12 weeks of age; there was no difference in
minor or major structural abnormalities in the two groups (24). An abbreviated
course of zidovudine (i.e., given during labor or in the first 48 hours of life) can also
substantially reduce transmission and may be easier for the patient to take (25).

Since 1987, the pharmacotherapy of HIV has changed rapidly as new agents,
including those with different mechanisms of action, became available and treat-
ment paradigms evolved. NRTIs have played a key role in this evolution, and
certain milestones in the development of antiretroviral therapeutics have provided
insight into clinical pharmacodynamic characteristics of the NRTIs. The introduc-
tion of didanosine and zalcitabine in 1991 and 1992, respectively, allowed experi-
mentation with various dual NRTI combinations. One of the most significant
milestones in the evolution of antiretroviral therapy was the finding that combin-
ing two NRTIs had a synergistic effect and provided better immunologic and
virologic improvements compared with a single NRTI. The ACTG protocol 175
was a randomized, double-blind, placebo-controlled study comparing four treat-
ment arms: zidovudine (200 mg t.i.d.), didanosine (200 mg b.i.d.), zidovudine plus
didanosine, and zidovudine plus zalcitabine (0.75 mg t.i.d.) (26). This study
enrolled 2467 HIV-infected adults (1067 antiretroviral-naive patients and 1400 with
previous therapy) with CD4 counts between 200 and 500 cells/mL. The median
duration of treatment was 118 weeks. Primary end points for this study were
greater than 50% decline in CD4 count, development of AIDS, or death. Of
patients receiving zidovudine only, 32% progressed to the primary end point
compared with 22% on didanosine monotherapy versus 18% and 20% for
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zidovudine plus didanosine, and zidovudine plus zalcitabine, respectively. When
zidovudine was used alone, the incidence of AIDS-defining events was 16%
compared with 11% to 12% in the other three arms. The mortality rate in the
zidovudine-only group was 9% compared with 7% in the zidovudine plus
zalcitabine group and 5% in the two didanosine-containing arms. ACTG protocol
175 demonstrated that the combined regimen of zidovudine and didanosine or
zalcitabine was superior to zidovudine monotherapy in immunologic and virolo-
gic parameters, particularly in patients with no previous antiretroviral therapy.

The demonstrated synergy of a dual NRTI combination led to investigations
of triple NRTI combinations. The triple combination of zidovudine, lamivudine,
and abacavir (now commercially available in one combination tablet) has been
extensively evaluated. An open-label study in 195 antiretroviral-naïve HIV-
infected individuals evaluated this regimen versus the combination of zidovudine
and lamivudine plus the protease inhibitor nelfinavir (27). At week 48, based on
an intent to treat analysis, plasma HIV RNA was less than 50 copies/mL in 54/95
(57%) of the triple NRTI recipients compared with 53/91 (58%) of the dual NRTI
plus nelfinavir recipients. These data provided evidence for synergy among these
three NRTIs and that this combination had antiviral activity comparable to that of
nelfinavir plus two NRTIs. This study and others provided support for a large
randomized, controlled trial of a triple NRTI regimen.

ACTG Study 5095 evaluated the triple NRTI regimen of zidovudine, lamivu-
dine, and abacavir versus two NRTI regimens plus the non-NRTI, efavirenz;
zidovudine and lamivudine plus efavirenz, and zidovudine, lamivudine, and
abacavir plus efavirenz (28). 1147 antiretroviral-naïve individuals were enrolled
into this randomized, double-blind study. A scheduled review by a data and
safety monitoring board found that after a median of 32 weeks of therapy, 82/382
(21%) of recipients of the triple NRTI regimen experienced virologic failure
compared with 85/765 (11%) of those who received one of the efavirenz-contain-
ing NRTI regimens. The time to virologic failure was significantly shorter in the
triple-NRTI recipients. The proportion of subjects who achieved levels of HIV
RNA < 50 copies/mL at week 48 was 61% among the triple NRTI recipients and
was 83% among the efavirenz plus NRTI recipients. These results led to the early
discontinuation of the triple NRTI regimen in this study; both efavirenz plus NRTI
arms were allowed to continue to planned completion. While this study found a
high rate of virologic efficacy for this triple NRTI regimen, it was inferior to a
regimen containing efavirenz and either two or three NRTIs.

The ACTG 5095 study reconfirmed the synergy of the triple NRTI regimen
of zidovudine, lamivudine, and abacavir; however, other studies have shown that
not all dual and triple NRTI regimens are synergistic. For example, the combina-
tion of tenofovir and didanosine has shown high rates of virologic failure when
combined with efavirenz. In a small study by Maitland and colleagues in anti-
retroviral-naïve persons, 5 (12%) of 41 patients assigned to the tenofovir/didano-
sine/efavirenz arm exhibited virologic failure by week 12, compared with none of
36 patients in the lamivudine/didanosine/efavirenz arm (11). Other investigations
of the tenofovir and didanosine NRTI combination (plus a third agent) have
reported even higher rates of virologic failure, from 28% to 47%. These data
strongly suggest an antagonism of the anti-HIV effect when tenofovir and didano-
sine are combined. The mechanism of this antagonism is not understood, but
tenofovir monophosphate, as previously discussed, is an inhibitor of PNP and it
has been hypothesized that it may induce a state of high endogenous nucleotides,
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which would alter the ratio of exogenous anti-HIV nucleotide to endogenous
natural nucleotide and thereby reduce the antiviral effect (19). Whatever the
mechanism, the combination of tenofovir and didanosine should be used cau-
tiously, if at all.

Properties of Individual Agents
Optimal use of antiretroviral drugs involves determination of their therapeutic
indices (i.e., the concentration range, which maximizes efficacy while minimizing
toxicity). To date, the majority of concentration-effect studies in HIV medicine have
been conducted with protease inhibitors and non-NRTIs. There are few data with
the NRTIs given that measuring the intracellular moieties of these drugs is
exceptionally challenging. There are however dose-effect relationships with the
drugs. Stavudine, didanosine, and zidovudine all underwent dose de-escalation
during clinical development due to unacceptably high rates of toxicity. Didanosine
doses above 9.6 mg/kg/day were frequently associated with peripheral neuropa-
thy, pancreatitis, or hepatitis (29). In phase I and II trials of stavudine, doses in
excess of 2 mg/kg/day demonstrated rates of peripheral neuropathy between 41
and 66 per 100 patient years (30). The first studies of zidovudine used 1500 mg
daily versus the 600 mg daily dosage currently used in clinical practice (23). Despite
dramatic increases in survival, these higher doses were associated with substantial
toxicity, mainly peripheral blood cytopenias (31). Later studies showed a reduced
dosage of zidovudine was equally effective and less toxic (32,33). The only study to
date that has examined a possible relationship between intracellular zidovudine
concentrations and toxicity found that higher zidovudine mono-, di-, and tripho-
sphate concentrations in peripheral blood mononuclear cells were associated with
reduced hemoglobin levels during zidovudine monotherapy (34). There are also
data relating zidovudine plasma and intracellular pharmacokinetics with immuno-
logical response (35). In a comparison of concentration-controlled versus standard
dose zidovudine therapy, concentration-controlled therapy (with a target plasma
level of 0.7mM) provided higher plasma concentrations of zidovudine [0.76mM
(12% CV) vs. 0.62mM (32% CV)] and higher intracellular levels of zidovudine
triphosphate (160 fmol/million cells vs. 92 fmol/million cells) versus the standard
500 mg per day dose. Subjects in the concentration-controlled group had better
CD4 cell count responses (22% increase vs. 7% decrease) versus those on the
standard of care. There were also no differences in tolerability between groups. A
follow-up study was performed by the same group evaluating concentration-
controlled combination antiretroviral therapy. In 33 antiretroviral naïve subjects
receiving lamivudine, zidovudine, and indinavir, zidovudine triphosphate concen-
trations of >30 fmol/million cells and lamivudine triphosphate concentrations
>7017 fmol/million cells were independently predictive of a more durable virologic
response (1). Lamivudine and zidovudine triphosphate concentrations were also
found to be 1.6- and 2.3-fold higher in this study in women compared to men. This
observation translated clinically, in that the time to reach undetectable viral load
was twice as fast in women (56 days vs. 112 days). Subjects with CD4 cell counts
of less than 100 cells/mm3 at baseline also had higher triphosphate concentrations
in this study. These findings provide a pharmacologic basis for previous observa-
tions that women and those with more compromised immunologic status are more
likely to develop NRTI toxicities (36,37).

Tenofovir is the most recently approved NRTI. It offers significant clinical
advantages over older drugs in this class in that it is highly efficacious and well
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tolerated and has many desirable pharmacokinetic properties including a sufficiently
long plasma and intracellular half-life to allow for once daily dosing. Tenofovir is
an acyclic nucleotide. Structurally, it is similar to adefovir and cidofovir. Nephro-
toxicity, which manifests as changes in laboratory markers of renal tubular func-
tion, is the main clinical toxicity of these drugs. Tenofovir, however, does not
inhibit renal cell growth and epithelium integrity to the same extent as adefovir
and cidofovir in vitro, and clinical trials have shown a very low incidence of renal
toxicities with tenofovir (38–40). Nevertheless, there are case reports of tenofovir-
induced renal dysfunction (41) and retrospective cohorts have shown greater
declines in renal function with NRTI regimens including tenofovir compared to
other NRTI-based regimens (42). Use of other nephrotoxic drugs and underlying
renal dysfunction appear to predispose patients to tenofovir-induced renal dysfunc-
tion, but other risk factors have not been definitively linked to the toxicity. In many
of the case reports, tenofovir plasma concentrations were elevated, so it is likely
that this is a concentration-dependent toxicity, but further studies are needed to
determine the exact mechanisms for this toxicity and the patients at risk. There are
no studies to date evaluating associations between plasma and intracellular tenofo-
vir concentrations and the development of renal toxicity.

Optimal use of antiretroviral agents means finding an acceptable balance
between maximizing therapeutic benefits and reducing adverse effects. Further
studies of the associations between NRTI intracellular concentrations and clinical
outcomes are desperately needed.

THERAPEUTIC USES, FDA-APPROVED INDICATIONS,
AND DOSING REGIMENS

There are eight commercially available, Food and Drug Administration (FDA)-
approved NRTIs, though zalcitabine is rarely used. Table 2 highlights the FDA-
approved dosing regimens for these drugs. Five NRTIs are approved for use in
children including abacavir, didanosine, lamivudine, stavudine, and zidovudine,
though the approved age groups and dosing strategies (weight vs. body surface
area) vary widely. Dose finding, efficacy, and safety studies of tenofovir and
emtricitabine in children are ongoing. With the exception of abacavir and zidovu-
dine, the NRTIs are predominately renally eliminated and thus require dose
adjustments for impaired renal function. Abacavir and zidovudine are metabo-
lized in the liver, and therefore may require dose adjustments in patients with
hepatic impairment. Drug-specific adverse effects for the NRTIs are also listed in
Table 2. The Department of Health and Human Services Guidelines for the Use of
Antiretroviral Agents in HIV-1 Infected Adults and Adolescents is a frequently
updated resource for information on the treatment of HIV (9).
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15 Pharmacodynamics of Antivirals

George L. Drusano
Ordway Research Institute, Albany, New York, U.S.A.

INTRODUCTION

Although pharmacodynamic relationships for antibacterial agents have been sought
and identified for a long period of time, it has been a general feeling that the
treatment of viral and fungal infections was different in kind. A corollary to this is
that delineation of pharmacodynamic relationships would be much more difficult.

In reality, the exact principles that govern the delineation of pharmacoki-
netic/pharmacodynamic (PK/PD) relationships for antibacterials also govern anti-
fungals and, as will be shown here, antivirals.

The first issue, as always in the development of dynamics relationships, is to
decide upon an end point. Most of the data for this chapter have been derived
from studies of the human immunodeficiency virus (HIV), type 1. Consequently,
this chapter addresses the in vitro and in vivo data for this virus. Other viruses
should behave in a similar fashion (as is seen with cytomegalovirus). An exception
to this rule is hepatitis C virus (among others), because of our inability to obtain
more than one round of viral replication in vitro.

With HIV-1, there are a number of end points that may be chosen. Some are:

& Survivorship
& Change in CD4 count consequent to therapy
& Change in viral load consequent to therapy
& Change in the hazard of emergency of resistance consequent to therapy
& Durability of maintaining the viral load below detectable levels.

Survivorship is, as always, the ultimate test of an intervention. With the
advent of potent HIV chemotherapy, this disease process has been converted from
a relatively rapid killer to one that will likely take its toll over a number of
decades. Consequently, survivorship may not be the best end point to examine for
clinical studies, because of the long lead times. In this chapter, we concentrate on
end points two to five for clinical studies.

In anti-HIV chemotherapy, as in antibacterial chemotherapy, one can gener-
ate PD relationships from in vitro approaches as well as from clinical studies. One
difference between these areas is the ease of employing animal systems for the
generation of dynamic relationships. For antibacterials, there are many examples
of the generation of dynamic relationships for different drug classes (1–3). For
HIV, the cost and ethical implications of using simian models has prevented much
work in this area. The McCune model and its variants are attractive, but again,
because of the cost of maintaining the system, little has been done to develop
dynamic relationships for HIV in animal systems. Other retroviruses have been
employed (4,5), but it is difficult to draw inferences for human chemotherapy of
HIV from a different pathogen with different pathogenic properties.

295



Consequently, in this chapter, in vitro but not animal model systems are also
reviewed to add insight gleaned from these systems.

IN VITRO SYSTEMS

Although one might consider determination of viral 50% effectiveness concentra-
tion (EC-50) or EC-90 to be a PD system measurement, this chapter takes the view
that this is simply a static measure of drug potency. It will play an important role
in determining the final shape of the PD relationship when added to other
measures (see below). Alone, it is merely a measure of compound potency.

For in vitro systems to be true PD systems, there must be the possibility of
changing drug concentrations over time to examine the effect for a pathogen of
known susceptibility of the drug employed. The only system with peer-reviewed
publication for HIV-1 is shown in Figure 1. In addition it is important to factor in
the effect of protein binding, as only the free drug is virologically active.
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extracapillary compartment

Filtered
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compartment

Central
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FIGURE 1 Schematic diagram of the in vitro pharmacodynamic model system. One of the two
systems enclosed within a single incubator housed in a biological safety cabinet is shown. Cells
are grown, and samples are removed from the extracapillary compartment of HF bioreactors.
Constant infusion and oral or intravenous bolus doses are introduced through the dosing ports in
the diluent reservoir, absorption compartment, or central reservoir, respectively. Exposure of cells
to fluctuating concentrations of drug is affected by programmed dilution of drug within the central
reservoir, while the volume of the central compartment is maintained constant by elimination. The
mean pore diameter of the HF capillaries (10 kDa) would prevent HIV or HIV-infected cells from
exiting the bioreactor and from circulating through the tubing. Abbreviation: HF, hollow fiber.
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PROTEIN BINDING

The effect of protein binding has been examined in greatest detail for its effect on the
anti-HIV potency of a drug by this laboratory. Bilello et al. (6) examined an HIV-1
protease inhibitor (A-80987) and determined the effect of protein binding on free-
drug concentration, on drug uptake into infected cells, and, finally, on the virological
effect of the drug. This set of experiments has a “transitive logic” organization.

In the first experiment (Fig. 2), increasing concentrations of the binding
protein, a-1 acid glycoprotein, were introduced into the test system and the con-
centration of unbound drug was determined. As can be seen, increasing binding
protein concentration leads to monotonically decreasing free-drug concentrations.

In Figure 3, the amount of drug that penetrates infected CEM cells is shown
as a function of the free fraction of the drug. Increased external free-drug concentra-
tion results in an increased amount of intracellular drug (stop oil experiments) in a
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FIGURE 2 Relationship between increasing a-1 acid glycoprotein concentration and A80987
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linear function. Finally (Fig. 4), the amount of intracellular drug is related to the
decrement of p24 output, as indexed through an inhibitory sigmoid-Emax model. It
is clear through this series of experiments that only the free-drug concentration can
induce a decrease in viral production.

These data make it clear that it is important to interpret drug concentrations
in the hollow fiber system as representing the external free-drug concentrations
necessary to induce the desired antiviral effect.

The most obvious place to initiate evaluation of anti-HIV agents is with the
nucleoside analogs and with the HIV-1 protease inhibitors. The first published hollow
fiber evaluation of an antiviral was the nucleoside analog stavudine (d4T). Bilello
et al. (7) examined issues of dose finding and schedule dependency for this drug.

It is important to examine the development of stavudine in order to place its
evaluation in the hollow fiber system in the proper perspective. The initial clinical
evaluation of stavudine was initiated at a total daily dose of 2 mg/kg/day. The
initial schedule chosen was every eight hours. Whereas the initial dose had an
effect, dose escalation to 12 mg/kg/day produced no change in effect but much
higher rates of drug-related neuropathy (8).

After this, the dose was deescalated to 4 mg/kg/day and the schedule was
lengthened to every 12 hours. Further dose de-escalation was taken from this
point on a 12-hour schedule, and nine dosing cohorts were eventually examined.
This process took approximately two years.

The hollow fiber evaluation took approximately three months. The identified
dose was ultimately the dose chosen by the phase I/II trial and has stood the test
of time and usage. It is, at least to our knowledge, the first prospective identifica-
tion of a drug dose and schedule from an in vitro test system with clinical
validation. The outcome of the experiments is illustrated in Figure 5. This evalua-
tion makes clear that for nucleoside analogs, the pharmacodynamically linked
variable is area under the plasma concentration–time curve (AUC)/EC-90. With
matching AUCs (Fig. 5), there was no difference in outcome between the exposure
being given in a continuous infusion mode and half the exposure every 12 hours
(data not shown). The reason is likely the phosphorylation of the parent com-
pound into the virologically active form of the molecule (the triphosphate for
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FIGURE 4 Relationship (inhibitory sigmoid Emax) between intracellular A-80987 and HIV viral
output from infected peripheral blood mononuclear cells (PBMCs).

298 Drusano



stavudine, or diphosphate for prephosphorylated compounds such as tenofovir).
It is clear from Figures 6 and 7 that there is full effect at 0.5 mg/kg every 12 hours,
irrespective of starting challenge. At half the exposure (0.25 mg/kg q12hr), there is
a hint of loss of control late in the experiment. Finally, at 0.125 mg/kg q12hr, there
is no discernible antiretroviral effect.

HIV-1 protease inhibitors have also been examined in this system. The first
to be examined was the early Abbott inhibitor A-77003. This drug was a proof-of-
principle agent and was administered intravenously as a continuous infusion.
Consequently, the hollow fiber evaluation was performed as a continuous infusion.
When protein binding was taken into account, the concentrations required for
effect were above those tolerable clinically. Consequently, the drug was pre-
dicted to fail. Indeed, an extensive phase I/II evaluation came to this conclusion
(9,10).

The next protease inhibitor evaluated was amprenavir (141W94). Here (11),
time > EC-90 was demonstrated to be the pharmacodynamically linked variable.
Dosing intervals of q12hr and q8hr with matching AUCs were compared to contin-
uous infusion of the same AUC. Continuous infusion provided the most robust
viral control, followed closely by q8hr dosing. Every 12-hour dosing lost a signifi-
cant fraction of the control of viral turnover. This outcome was to be expected, as
HIV-1 protease inhibitors are reversible inhibitors, freely moving across cell mem-
branes without the requirement for energy or a transporter, and do not require
activation (phosphorylation) for effect as the nucleoside analogs do.

A third protease inhibitor was examined, the potent once-daily PI atazanavir
(BMS 232632) (12). In addition to the hollow fiber unit evaluation, the technique
of Monte Carlo simulation was also brought to bear on the outcome of these
experiments.
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FIGURE 5 The concentration–time profile for stavudine in the hollow fiber unit is displayed for a
1 mg/(kg day) dose administered either as a continuous infusion or as a 0.5 mg/kg administered
every 12 hours. The AUCs developed are identical. The ability to suppress viral replication was
identical for the regimens.
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In Figure 8, it is clear that time > EC-90 is the pharmacodynamically linked
variable. In the one instance, complete control of viral replication in vitro is
achieved with a continuous infusion regiment at 4·EC-50 (about EC-90–95). This
same daily AUC administered as a bolus allows breakthrough growth. Four times
this daily AUC administered as a bolus regains control of the viral replication.
Indeed, this latter part of the experiment demonstrates that free-drug concentrations
need to exceed the EC-90 for approximately 80% to 85% of a dosing interval in
order to maintain control of the HIV turnover. This served as the therapeutic target
for further evaluation.

The sponsor provided PK data for atazanavir administered to normal volun-
teers at doses of 400 and 600 mg orally, once daily at steady state. Population PK
analysis was performed, and the mean parameter vector and covariance matrix were
employed to perform Monte Carlo simulation. The ability to attain the therapeutic
target was assessed, accounting for the population variability in the handling of the
drug. This is demonstrated in Figure 9. The viral isolate susceptibilities to atazanavir
are displayed as EC-50 values. However, an internal calculation corrects for the
difference between EC-50 and EC-90 as well as for the protein binding of the drug.
The fractional target attainment is for free drug being greater that the nominal EC-90
for 85% of the dosing interval (the therapeutic target determined in Fig. 8). As can
be seen, as the viral isolates become less and less susceptible to atazanavir, the
greater the difference between the 400 and 600 mg doses. The sponsor also deter-
mined the viral susceptibility to 43 clinical isolates from a phase I/II clinical trial of
the drug in patients who were HIV-treatment naïve. As can be seen, all had EC-50
values below 2 nM. Consequently, this allows us to take an expectation over the
distribution of measured EC-50 values to determine the fraction of patients who will
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FIGURE 8 Effect of BMS 232632 (atazanavir) on HIV replication. Three infected hollow fiber units
were treated with BMS 232632. One tube was treated with a concentration of four times the EC-50
as a continuous infusion. This produced a 24-hour AUC of 4· 24·EC-50. The second tube
received the same 24-hour AUC but was given in a peak-and-valley mode once daily. The third
tube received an exposure calculated a priori to provide a time > EC-90 that would give essentially
the same suppression as the continuous infusion of 4 ·EC-50. Abbreviations: AUC, area under
the plasma concentration–time curve; EC, effectiveness concentration.
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attain a maximal response to the drug, under the assumptions that the viral
susceptibility distribution is correct for naïve patients and that the kinetics in normal
volunteers and its distribution are a fair representation of the kinetics of the drug in
infected but treatment-naïve patients. When this calculation is performed, approxi-
mately 69% of subjects taking the 400 mg dose will attain the exposure target,
whereas slightly greater than 74% of patients taking 600 mg will attain the exposure
target.

A clear lesson learned regarding the chemotherapy of HIV is that combina-
tion chemotherapy is more effective than monotherapy. However, little has been
done to determine optimal combination dosing regimens. An initial effort to
determine the interaction of antivirals in a fully parametric system was published
by Drusano et al. (13). The Greco model was fit to the data from an in vitro
examination of 141W94 (amprenavir, an HIV-1 protease inhibitor) plus 1592U89
(abacavir, a nucleoside analog). This interaction is displayed in Figures 10–12.
Figure 10 displays the full effect surface from these two agents. The effects of
protein binding are taken into account as the effects are developed in the presence
of physiological amounts of the binding proteins human albumin and human a-1
acid glycoprotein. The drug interaction can be seen by subtracting the theoretical
additive surface, and the synergy surface is seen in Figure 11. It is important to
note that there is synergy across all concentrations of the agents. As a model was
fit to the data, the weighted residuals are displayed in Figure 12 to demonstrate
that the actual regression process was unbiased. The actual degree of interaction is
given by estimation of the interaction parameter, a, which is 1.144. The 95%
confidence bound about the interaction parameter is from 0.534 to 1.754. As this
boundary does not cross zero, the synergy is significant at the 0.05 level.

This fully parametric analysis was employed in combination with Monte Carlo
simulation to examine whether the drugs at the doses used clinically would be
synergistic and whether the dosing interval affected the outcome (14). The answer to
both these questions was found to be yes. The data are displayed in Chapter 14.
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FIGURE 9 A Monte Carlo simulation of 1000 subjects performed three times was employed to
estimate the fraction of these subjects whose concentration–time curve would produce maximal
viral suppression on the basis of the data presented in Figure 2. The evaluation was performed for
doses of (�) 400 mg and (~) 600 mg. Forty-three isolates from a clinical trail of atazanavir were
tested by the Virologics Phenosense assay.
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CLINICAL STUDIES OF ANTIVIRAL PHARMACODYNAMICS

As noted previously, the first decision required for determining a PD relationship
in the clinic is the choice of an end point. In this section, the change in CD4 counts,
the change from baseline viral load, prevention of resistance, and durability of
maintenance of viral loads below delectability are the end points examined. Where
possible, they are examined for both nucleoside analogs and HIV-1 protease
inhibitors, both alone and in combination.

Use of nucleoside analogs as monotherapy occurred mostly at a time when
viral copy number determinations were not freely available. Consequently, vir-
tually all the available studies employed change in DC4 cell count or p24 as the
dynamic end point.

One of the first studies in this regard examined dideoxyinosine (ddI) use in
a naïve patient population (15). No concentration-effect response was found for
CD4 cells, but a clear relationship was discerned between the number of CD4 cells
present at baseline and the number of cells that returned with the initiation of ddI
therapy (Fig. 13). In addition, this study found a relationship between ddI
exposure (as indexed to the AUC) and the fall in p24, both within patients and
across the population (Fig. 14). The finding reported in the study just cited was
also found for zidovudine (16).
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More recently, Fletcher et al. (17) examined the relationship between ddI
AUC and fall in viral load in children (Fig. 15). This study is flawed by the fact
that the relationships were developed in patients receiving combination che-
motherapy without any effort being made to account for the interaction between
drugs.

With regard to emergence of resistance, there was one important study,
largely ignored, that demonstrated the importance of viral susceptibility for
effect. Kozal et al. (18) examined patients switching from zidovudine to didano-
sine (ddI). Over half of such patients developed a mutation at codon 74 by
week 24 of ddI therapy that is known to confer ddI resistance. The effect on
the number of CD4 cells is demonstrated in Figure 16. At the time of
appearance of the mutation, the CD4 count dips below the baseline number of
CD4 cells, indicating that the increase in EC-90 attendant to the mutation drives
a loss of virological effect.

There is considerably more information relating exposure to effect for the
HIV-1 protease inhibitors. Because of the time at which they were studied,
virtually all of the data link some measure of exposure to the change from baseline
in the viral load. Early publications examining the relationship between indinavir
exposure and the CD4 count were published by Stein and Drusano (19,20). In the
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first of these publications, it was demonstrated that the return of CD4 count was
related to the baseline CD4 count, as with nucleoside analogs. In the second, it was
demonstrated that the return of CD4 cells had another component attached to it.
The model was expanded to include the decline in viral load. The return of CD4

y = 100. (ddl AUC) 2.283/((ddl AUC)2.223 + 4.3742.223)
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FIGURE 14 Relation between the suppression of p24 antigen and the steady-state area under
the plasma concentration–time curve of dideoxyinosine.
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cell count was better explained by the larger model of baseline CD4 count plus
viral load change as the independent variables than either alone. Later data
demonstrated that a subset of patients usually with lower baseline CD4 counts
would not respond with higher CD4 counts, even with suppression of viral
replication to below assay sensitivity.

The first published paper examining the relationship between drug exposure
and viral load decline studied high-dose saquinavir. Shapiro et al. (21) demon-
strated a relationship between the saquinavir AUC and the change in viral load
(Fig. 17). A problem with this analysis is that the form of the function is not
specified. Consequently, interpretation is difficult.

Shortly thereafter, Stein et al. published a small phase I/II study of indinavir
(22). This was the first “high-dose” indinavir study (2400 mg/day) and was the
first to demonstrate robust viral suppression with this drug. In addition, the
authors examined the relationship between indinavir exposure and both CD4 cell
return and viral load decline. These relationships are shown in Figure 18. One
should not draw the conclusion that HIV suppression is linked to AUC (as this has
a slightly better r2). In this study, the drug was administered on a fixed dose and
schedule, maximizing the colinearity (i.e., one could not make the AUC rise
without also increasing the Cmin). The in vitro studies simulated different doses
and schedules, minimizing the colinearity, and definitively show that time > EC-90
is the dynamically linked variable. This is correlated with Cmin. The comparison of
the in vitro and in vivo results also raises the issue of the importance of the EC-90.

Drusano et al. demonstrated for both indinavir and amprenavir (23) that
normalizing the measure of drug exposure to the EC-50 (or EC-90) of a particular
patient's isolate decrease the variance and increased the r2. This makes sense, as
the amount of exposure needed to suppress a sensitive isolate will, on first
principles, be less than that needed to suppress a resistant isolate (see above for
the case of ddI and CD4 cells).

An issue that is not addressed by these studies is the duration of HIV
suppression and the closely linked issue of suppression of emergence of resistance.
The first study to examine this issue was that of Kempf et al. (24), who showed
that obtaining a viral load below the detectability limit of the assay was important
to the duration of control of the infection. Shortly, thereafter, Drusano et al. (25)
examined this issue both for protease inhibitor monotherapy with indinavir and,
for the first time, for combination therapy that included indinavir. The results for
monotherapy are displayed in Figure 19. It is clear that patients who attain viral
loads that are below the detectability of the assay have the lowest hazard of losing
control of the infection or emergence of resistance. The time to loss of control of
infection is clearly related to the nadir viral load attained.

Of greater interest is the situation with combination chemotherapy, as this is
the clinical norm. This study also examined the influence of different combination
regimens on the hazard of loss-of-control of the viral infection. Combination
regimens of zidovudine-indinavir, zidovudine-didanosine-indinavir, and zidovu-
dine-lamivudine-indinavir were examined and compared to their monotherapy
arms in a stratified analysis. The results are displayed in Table 1. Only the regimen
of zidovudine-lamivudine-indinavir remained significantly different from mono-
therapy after adjustment for the fall in viral copy number.

This result caused the in vitro investigation of this regimen (26). A fully
parametric analysis demonstrated that the interaction among all three drugs was
key to the effect obtained in the clinical studies with this regimen. This is shown in
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Table 2, where the as represent the interaction parameters. There are three two-drug
interaction parameters and one for the interaction of all three compounds. Indinavir
plus zidovudine interact in an additive manner as the value is close to zero and the
95% confidence interval overlaps zero. The same is true of indinavir plus lamivu-
dine. Zidovudine plus lamivudine has a value that is positive and a 95% confidence
interval that does not overlap zero, indicating a degree of synergistic interaction
that is statistically significant. Finally, the magnitude of the synergistic interaction
for the three-drug term is very large (and significant). It may be this exceptionally
strong synergistic interaction that explains the superb results seen with this
particular three-drug combination.

It is of interest that lamivudine not only plays a key role in the regimen but is
also its Achilles' heel. Holder et al. (27) demonstrated that when the triple regimen
fails, in about 70% of cases, the failure is due to an M184V mutation that produces
high-level resistance to lamivudine. So that although lamivudine appears to be a
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FIGURE 19 Kaplan–Meier estimate of probability that patient's isolate is not resistant to therapy
(lack of sustained increase of >0.75 log10 copies/mL of HIV-1 RNA from patient's minimum level)
at a given study day, stratified by minimum HIV-1 RNA achieved. Plot shows that probability of
remaining susceptible is largest for patients who achieve undetectable level of HIV-1 RNA. Vertical
slashes on plot indicate censoring events. Abbreviation: RNA, ribonucleic acid.

TABLE 1 Effect of Combination Therapy Vs. Indinavir Monotherapy Before and After Adjusting
for the Effect of the Minimum Level of HIV-1 RNA

Combination therapy P before adjustment Coefficienta Hazard ratiob (95% CI) P

IDV/AZT 0.264 �0.35 � 0.52 0.705 (0.254, 1.957) 0.497
IDV/AZT/ddI 0.002 �1.36 � 0.090 0.258 (0.044, 1.514) 0.105
IDV/AZT/3TC <0.001 �1.68 � 0.80 0.186 (0.039, 0.893) 0.016
aEstimate þ S. E.
bHazard ratio is versus IDV monotherapy group in the same study.
Abbreviations: ddi, dideoxyinosine; IDV, indinavir; AZT, zedovodine; 3TC, lamivodine.
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key part of this therapeutic regimen and its synergy, it also has the lowest genetic
barrier to resistance. If there is some nonadherence to the regimen, enough rounds
of viral replication may occur to allow the point mutant (M184V) to be amplified in
the total population. When this clone becomes dominant in the population, lamivu-
dine will lose most of its contribution to the regimen. Most of the synergy is also
lost, and the result is viral rebound. As Holder et al. demonstrated, this occurs most
of the time with mutation solely affecting the low genetic barrier drug.

It is obvious, then, that optimal chemotherapeutic regimens for HIV (and
other viral pathogens) are likely to require explicit modeling of the interaction of
the drugs in the regimens.

Burger et al. (28) also examined this combination. In a multivariate logistic
regression with attaining a viral load below the limit of assay detectability as the
end point, they demonstrated that baseline viral load, indinavir trough concentra-
tions, and prior HIV-1 protease inhibitor use influenced the probability of attain-
ing this end point. Later, the concept of inhibitory quotient was introduced as an
aid to optimizing therapy for protease inhibitors (29).

All of the above has been related to HIV. Other viruses can also have a PD
evaluation elucidated. For CMV, there is a clear-cut dynamic relationship (30) that
has been set forth in Chapter 14.

Finally, a breakthrough in modeling the relationship between drug exposure
and the amount of triphosphate produced was published by Zhou et al. (31).
These investigators combined a superb assay for intracellular mono-di- and tripho-
sphate of lamivudine with sophisticated population PK analysis to identify model
parameters for the production of triphosphate. They identified a clear Michaelis–
Menten step in the pathway, which was different from that previously reported.
The model fit the clinical data quite acceptably. This exercise has importance, not
so much for itself, but as a method to follow for dose and schedule optimization
for future nucleoside analogues. By identifying a clear Michaelis–Menten step, it is
possible to stop dose escalation at a point where the maximum amount of the true
anti-HIV moiety (triphosphate) is produced and to avoid unnecessary dose escala-
tions, which only result in encumbering the patient with excess nucleoside analog-
related toxicities.

In summary, viruses follow the same laws of physics as bacterial pathogens
(fungal pathogens). It is important to delineate relationships both in vitro and in

TABLE 2 In Vitro Assessment of Drug Interaction of AZT-3TC-Indinavir

Parametera Estimate 95% Confidence interval

Econ 98.99 97.8 to 100.2
IC50, IND 146.9 128.30 to 165.60
mIND 1.711 1.393 to 2.030
IC50, AZT 118.4 108.2 to 128.60
mAZT 12.89 5.576 to 20.20
IC50, 3TC 1029.0 1018 to 1041
M3TC 68.75 36.9 to 100.6
aINC, AZT 0.0001301 �0.6191 to 0.6194
aIND, 3TC 0.6881 �0.05189 to 1.428
aAZT, 3TC 0.9692 0.9417 to 0.9966
aIND, AZT, 3TC 8.94 3.434 to 14.45
aEcon, effect seen in the absence of drug (percent); IC50 concentration of drug necessary to reduce HIV-1
turnover by half when used alone (nM); m, slope parameter, corresponding to the rate of rise of effect with
increasing drug concentration; a, interaction parameter.
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vivo between different measures of drug exposure and the end point that is
deemed important. The in vitro investigations allow delineation of the true dynami-
cally linked variable in a more straightforward manner. The in vivo investigations
are important for validation. The future is in generating exposure-response relation-
ships for combinations of agents. In this way, optimal therapy regimens can be
generated to provide the greatest benefit for patients infected with viral pathogens.
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Section V: Antifungal Agents

16 Antifungal Agents Pharmacokinetics and
Pharmacodynamics of Amphotericin B

David Andes
University of Wisconsin and William S. Middleton Memorial Veterans Hospital,
Madison, Wisconsin, U.S.A.

INTRODUCTION

Amphotericin B (AmB) was the first available systemic antifungal drug. The
deoxycholate formation has been in use since the mid-1950s and remained the
primary systemic antifungal until the development of the triazoles in the late
1980s. AmB was the first-line treatment for most life-threatening systemic anti-
fungal infections both because it was the only choice and also because of its
potency and broad spectrum of activity. The predominant factor, which has made
use of this compound difficult, is the associated dose-limiting nephrotoxicity. More
recent development of less-toxic lipid formulations of AmB has significantly
improved the therapeutic drug window for this drug class (1). The fungal disease
for which AmB remains the best first-line option is cryptococcal meningitis (2).
However, the drug continues to be recommended in most treatment guidelines as
a first-line alternative for invasive Candida, Aspergillus, and severe endemic
fungal infections (3–5). Pharmacokinetics and pharmacodynamics have not tradi-
tionally been considered in the development of antifungal dosing regimens. Recent
in vitro and in vivo investigations have examined the pharmacodynamic charac-
teristics of the polyene antifungals. Results from these studies should be useful for
design of rationale dosing strategies to both optimize efficacy and limit toxicity.

MECHANISM OF ACTION

AmB is a polyene macrolide antifungal natural product of the actinomycete bac-
terium Streptomyces nodosus. The compound consists of seven conjugated bonds,
an internal ester, a free carboxyl group, and a glycoside chain with a primary
amino group. AmB acts primarily by binding to ergosterol, the principal sterol in
the plasma membrane of fungi, leading to formation of membrane pores, leakage
of monovalent ions, other intracellular contents, and subsequent fungal cell death
(6). A second mechanism of action may involve oxidative damage to the cell
through a cascade of oxidative reactions linked to its own oxidation resulting in
formation of free radicals or an increase in membrane permeability (7).

Three lipid formulations were developed and approved for use in the 1990s.
While each of the formulations involves complexing to a lipid entity, the specific
molecules vary markedly. The active compound in AmB colloidal dispersion
(ABCD) is complexed to cholesterol sulfate resulting in the formation of 48 nm
disc-like structures. AmB lipid complex (ABLC) forms ribbon-like particles. The
lipid components of ABLC include dimyristoyl phosphatidylcholine and dimyr-
istoyl phosphatidylglycerol in a 7:3 ratio. The lipid moiety in liposomal AmB is a
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mixture of phosphatidylcholine:distearoyl:phosphatidylglycerol:cholesterol in a
2:0.8:1:0.4 ratio, forming a unilamellar liposome.

SPECTRUM OF ACTIVITY

AmB exhibits broad-spectrum antifungal activity, which includes most fungi
pathogenic to humans (8–10). The microbial spectrum includes Candida spp.,
Cryptococcus neoformans, Aspergillus spp., and the endemic fungi. AmB potency
against Candida spp. is species dependent. The relative order of activity against
these pathogens is Candida albicans > Candida tropicalis ¼ Candida parapsilosis >
Candida krusei > Candida glabrata > Candida lusitaniae. The major gaps in coverage
are limited to less common, yet emerging pathogens including Trichosporon spp.,
certain Fusarium spp., Aspergillus terreus, and Scedosporium prolificans (11,12).

MECHANISMS OF RESISTANCE

Drug resistance to AmB is uncommon and secondary polyene resistance has not
been a significant clinical problem to date (11,12). However, drug-resistant isolates
have been reported and characterized. Intrinsic resistance to AmB has been
reported in Trichosporon beigelii, C. lusitaniae, S. prolificans, and certain dematiac-
eous fungi. Laboratory strains of Candida, Cryptococcus, and Aspergillus have
been evolved following drug exposure in vitro. Resistance has been associated
with qualitative or quantitative variations in membrane sterols. Most polyene-
resistant clinical isolates have reduced ergosterol membrane content and subse-
quent increases in other sterols. AmB has lower affinity for certain of these sterols
such as fecosterol and episterol than for ergosterol. Based on an analysis of sterol
composition, several clinical isolates of C. albicans may be defective in ERG2 or
ERG3. There is evidence to suggest that alterations in the membrane structure or
in the sterol-to-phospholipid ratio in the membrane may also be associated with
resistance to AmB.

PHARMACOKINETICS

AmB formulations are only available for intravenous administration. Absorption
of AmB from the gastrointestinal tract and following intramuscular administration
is negligible. Conventional AmB is solubilized with deoxycholate as a micellar
suspension. Following intravenous infusion, AmB is released from the carrier
molecule, distributed with lipoproteins, and is subsequently taken up by organs of
the mononuclear phagocytic system (13–20). Following a dose of 0.6 mg/kg i.v.,
peak concentrations of AmB are near 1 mg/L and the area under the curve (AUC)
is around 17 mg*hr/L. The drug follows biphasic elimination from the blood-
stream with a beta elimination half-life of around 24, followed by a terminal half-
life of up to 15 days. Tissue accumulation and redistribution appear to account for
most AmB disposition. Concentrations in most tissues are in the therapeutic range,
including the brain parenchyma (21). However, concentrations in body fluids
other than plasma are low including the cerebrospinal fluid (CSF) and vitreous.
The drug is only very slowly excreted in the urine and bile. AmB metabolites have
not been identified (13).

Depending on the composition of the lipid moiety, electrical charge, particle
size, and configuration, each of the four AmB formulations possesses unique
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pharmacokinetic characteristics (17,22–25). However, all three distribute preferen-
tially to organs of the mononuclear phagocytic system and functionally spare the
kidney. Whether these distinct kinetic features translate into different pharmaco-
dynamic properties and clinical effectiveness is largely unknown. Compared with
AmB deoxycholate, both ABCD and ABLC have lower Cmax, shorter circulating
half-life, smaller AUC, and a larger volume of distribution consistent with uptake
into tissues. Following administration of doses of 5 mg/kg, peak levels of ABLC
and ABCD in serum are 1.7 and 3.1 mg/L, respectively. In contrast, the small
unilamellar formulation, liposomal AmB, is more slowly cleared from the blood-
stream, achieves much higher Cmax and AUC values, but has a smaller volume of
distribution (18). The peak serum concentration of L-AmB following a 5 mg/kg
dose exceeds 80 mg/L.

Independent of the formulation and based upon the prolonged elimination
half-life, all AmB preparations are usually administered once daily. AmB deoxy-
cholate is most commonly dosed at 0.5 to 1.0 mg/kg i.v. every 24 hours (13,16–18).
Because of their reduced nephrotoxicity, lipid formulations allow for delivery of
higher doses than the deoxycholate preparation. However, animal models have
also demonstrated that higher dosages are usually required for equivalent antifun-
gal efficacy (26–29). Each of the lipid formulations is administered at dose levels
ranging from 3 to 5 mg/kg. Few case series and pharmacokinetic studies have
examined the utility, safety, and kinetics of lipid formulations following dose levels
up to 15 mg/kg (24,30). While these higher doses were fairly well tolerated,
rigorous efficacy data in support of these regimens are lacking. In addition,
pharmacokinetic studies have demonstrated extreme nonlinearity at these higher
levels such that the added AmB exposure at the high end of this dose range is
negligible (23).

Serum pharmacokinetic indices for the four AmB formulations are shown in
Table 1. Due to the absence of appreciable renal and hepatic elimination, dose
adjustment with each of the preparations in patients with organ dysfunction is not
indicated. AmB is not effectively dialyzed.

Protein-binding assays have demonstrated a high degree of binding to
albumin (95%). Binding to albumin does not appear to be different among the
formulations. However, binding to lipoproteins and the lipid carrier molecules is
variable (22). The impact of the differences in lipid binding on treatment efficacy
remains unclear.

PHARMACODYNAMICS—IN VITRO AND ANIMAL MODELS

Characterization of the pharmacodynamics of AmB occurred long after the devel-
opment of the drug and dosing conventions were already established (28,31,32).
The only consideration of pharmacokinetic properties in dosing regimen selection
involved an apparent attempt to achieve “adequate concentrations” at the site of
infection while minimizing treatment-related toxicities. Complex pharmacody-
namic interactions between the host, the antifungal, and the pathogen had not
been characterized and thus were not considered when constructing therapeutic
regimens.

The first major hurdle for robust pharmacodynamic study of antifungals was
the development of reproducible in vitro susceptibility testing methodology (33).
The current Clinical Laboratory Standards Institute (formerly NCCLS) method
was only developed and approved in the 1990s. Since the creation of the M-27
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method, both experimental models in vitro and in vivo and clinical trial data have
been able to demonstrate a correlation between drug dose, the minimum inhibi-
tory concentration (MIC), and outcome (34–37). These investigations have been
important for describing the relative potencies of these antifungal drugs against a
number of relevant pathogens. Further characterization of the pharmacodynamics
of the polyenes soon followed.

Time Course Activity
The field of antimicrobial pharmacodynamics examines the relationship between
drug exposure and antimicrobial activity or host toxicity (38). There are two major
factors, which are used to define the relationship between drug concentration and
microbiologic activity over time. The first is whether organism killing is enhanced
by increasing drug concentration. The second is the presence and duration of
antimicrobial effects that persist following brief drug exposure (postantibiotic or
postantifungal effects) (39).

In Vitro
Quantitation of the impact of AmB concentrations on antifungal activity has been
examined in a number of time kill in vitro studies (40–44). These studies have
demonstrated that as the concentration of AmB is increased, both the rate and the
extent of antifungal killing are enhanced. For example, Di Bonaventura et al.
examined the activity of several antifungals including AmB deoxycholate in an
in vitro time kill model against nonalbicans Candida species (45). Following
exposure to AmB concentrations 0.125 to 8 times the MIC, viable counts were
determined every 2 to 16 hours over a 24-hour period. More than a 4 log reduction
in organism burden was observed within two hours and maximal killing was
noted with AmB concentration only twofold in excess of the MIC. Similarly,
Klepser et al. used an in vitro time kill model to characterize the impact of dose
escalation of AmB against C. albicans and C. neoformans (41,42). These investigators
also observed maximal killing of organisms with AmB concentrations two to four
times the MIC. Klepser et al. also noted that the rate of organism killing increased
as the drug concentration was escalated from 0.125 times the MIC to 4 times the
MIC. The concentration-dependent effects of AmB have also been demonstrated
against filamentous fungal pathogens. Lewis et al. observed enhanced activity
against Aspergillus, Fusarium, and Scedosporium species with escalating AmB
concentrations using a hyphal viability assay (43).

TABLE 1 Amphotericin B Pharmacokinetics

Formulation Carrier %AmB Dose Cmax AUC t1/2 Spleen Lung Kidney

AmB Deoxycholate 34 0.6 1.1 17 24 80 15 82
ABLC DMPC 35 5 1.7 14 173 3008 77 44
– DMPG – – – – – – – –

ABCD Cholesterol 50 5 3.1 43 30 850 27 87
– Sulfate – – – – – – – –

L-AmB HSPC 10 5 83 555 24 765 31 74
– DSPG – – – – – – – –

Dose mg/kg, AUC mg*hr/L, t1/2 hours, organ concentration mg/L.
Abbreviations: DMPC, dimyristoyl phospitidylcholine; DMPG, dimyristoyl phospitidylcglycerol; HSPC, hydroge-
nated soy phosphatidylcholine; DSPG, distearoyl phosphitidylcholine; AmB, amphotericin B; ABLC, AmB lipid
complex; ABCD, AmB colloidal dispersion; AUC, area under the curve.

318 Andes



While supra-MIC concentrations of AmB have been shown to enhance
killing, the polyenes have been shown to exhibit effects on fungal organisms at
concentration below the MIC (41,42,46). Detection of growth inhibition in these
models has been reported at concentrations one-half to one-quarter lower than the
MIC. The impact of sub-MIC concentrations has also been examined at the cellular
level. Nosanchuk et al. observed alteration in the capsule of C. neoformans and
enhanced organism phagocytosis by macrophages following sub-MIC AmB expo-
sure (47). Nugent and Couchot found that sub-MIC concentrations of AmB
inhibited germ tube formation in C. albicans (48).

The growth dynamics after removal of antifungal drug in vitro was first
reported by Turnidge et al. (46). After exposure of C. albicans and C. neoformans to
AmB concentrations ranging from 0.5 to 32 times the MIC for only 0.5 to 2 hours,
regrowth of the organisms was inhibited for an additional 2.8 to 10.4 hours. The
duration of these postantibiotic effects was longer with higher AmB concentrations
than with lower concentrations in these studies (Fig. 1). Similar investigations have
confirmed the presence of prolonged post-antibiotic effect (PAE) following AmB
exposure and confirmed the impact of AmB concentration on the duration of these
phenomena (40). Concentration-dependent growth suppression has also been
observed against filamentous fungi, including Aspergillus spp. and zygomycetes
(49,50). In vitro time course study with the lipid formulations of AmB has not
been reported.

In Vivo
Numerous in vivo fungal models have been used to examine the impact of
polyene dose escalation on treatment efficacy (28,29,32,51). Van't Wout observed a
marked increase in killing of C. albicans in the kidneys of neutropenic mice as the
dose of AmB was increased over a 10-fold dose range (52). Organism burden in
kidneys was reduced by 2.5 log10 with the lower doses of AmB, but the extent of
killing increased to more the 4 log10 cfu/kidneys at the higher dose levels.
Clemons et al. have similarly examined the effect of dose escalation with conven-
tional AmB as well as each of the three available lipid formulations in systemic
murine models of Aspergillosis and cryptococcosis (26,27). Over a 10-fold dose
range (1–10 mg/kg/day), burden of organisms in the kidneys, brains, spleen, liver,
and lung were reduced in a dose-dependent fashion. A similar relationship
between dose level and effect has been reported from studies using rabbit models
of pulmonary Aspergillosis and coccidioidal meningitis (51,53).
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In vivo time kill studies have also been undertaken with AmB (32). As the
dose of AmB was increased 20-fold, the burden in kidneys of neutropenic mice
was determined over 48 hours. Both the rate and the extent of antifungal activity
increased with dose escalation. Measurement of in vivo PAE demonstrated
extremely prolonged growth suppression ranging from 20 to more than 30 hours.
For the lowest dose level studied, serum levels never rose to the MIC, yet
prolonged growth suppression was observed. Thus the PAE for this lower dose
level was due entirely to sub-MIC effects. The PAEs demonstrated in this in vivo
study were much longer than those described in vitro. It is possible that the longer
PAEs observed in vivo as compared to in vitro may be explained by potent sub-
MIC effects previously described in vitro.

Results from both in vitro and in vivo studies with each of the AmB
preparations have demonstrated congruent pharmacodynamic characteristics.
AmB pharmacodynamic activity is distinguished by concentration-dependent kill-
ing and prolonged persistent effects. Previous investigations with compounds
exhibiting this pattern of activity have found that the pharmacodynamic para-
meter predictive of efficacy is either the peak level in relation to the MIC or the
AUC/MIC ratio (31,38). Dose fractionation studies and data regression with each
of the pharmacodynamic parameters, which followed were utilized to confirm the
importance of these parameters.

Dose Fractionation
Dose fractionation studies in which the same total dose levels are divided into
smaller doses and administered at varying dosing frequencies have been useful for
determining which pharmacodynamic parameter (% time above MIC, AUC/MIC,
Cmax/MIC) is important for antimicrobial activity (31). Dose fractionation studies
provide the opportunity to reduce the interrelationships among the three pharma-
codynamic parameters that are observed with simple dose escalation. For exam-
ple, increasing the dose level of a drug will linearly increase both the Cmax/MIC
and AUC/MIC and also increase the T > MIC. If efficacy in these fractionation
studies is optimal with large infrequent doses, the Cmax/MIC parameter is the best
predictor of activity. Conversely, if smaller and more frequently administered
regimens prove most effective, the T > MIC parameter is likely the important
parameter. Lastly, if efficacy is dependent upon the dose of drug, but independent
of the dosing frequency, the 24-hour AUC/MIC parameter best describes the
dose–response relationship. Several in vitro and animal models studies have
examined the impact of AmB dose fractionation on the extent of antifungal killing.

Sokol-Anderson et al. studied the impact of AmB fractionation of three dose
levels on outcome in an in vitro C. albicans model (54). For each assay, including
viable counts and two surrogates of antifungal activity, K+ leakage, and intra-
cellular protein leakage, the single large concentration resulted in enhanced
antifungal effect compared to administration of the total concentration in
smaller fractions. Dose fractionation has also been investigated in an in vivo
systemic candidiasis model (32). A 250-fold AmB dose range was fractionated into
1, 3, or 6 doses over 72 hours in neutropenic mice. Increasing doses produced
a concentration-dependent reduction in organism burden. The most widely spaced
dosing interval was more efficacious at each of the dose levels examined. The
total amount of AmB necessary to produce a net static effect or 1 log reduction in
viable organisms was 4.8- to 7.6-fold smaller when administered as single large
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doses as opposed to smaller dose levels given two to six times during the
treatment period (Fig. 2). These principles have been validated in vivo using the
liposomal preparation of AmB in murine candidiasis models of systemic infection,
soft-tissue infection, and pneumonia (29,55,56). For example, in a disseminated
candidiasis model, over a dose range of 4 to 20 mg/kg, larger doses administered
once every 72 hours were similarly or more effective as smaller dose levels of
L-AmB given daily in a systemic neutropenic murine candidiasis model (56).

Nonlinear regression analysis of dose fractionation data from a model of
disseminated candidiasis was undertaken to further examine the relationship
between each of the pharmacodynamic parameters and outcome. Regression of
the dose fractionation data sets from a murine disseminated candidiasis model
with each of the three pharmacokinetic/pharmacodynamic parameters demon-
strated the peak/MIC parameter best described the dose–response relationship
(Fig. 3). The dosing regimens maximizing this parameter deliver large AmB doses
infrequently.

Pharmacodynamic Target Determination
The amount of drug in the context of the predictive pharmacodynamic parameter
can also be determined in preclinical studies. Simply put, what AUC/MIC, Cmax/
MIC, or T > MIC value is needed to achieve the desired treatment end point.
Results from these investigations have proven to be similar among the preclinical
models and most importantly have been similar in clinical investigation (31,38).

Numerous in vitro time kill studies with both yeast and filamentous fungi
have observed maximal AmB activity when concentrations exceeded the MIC by a
factor of two to four (41–43). In vivo study in a neutropenic murine model was
undertaken to determine the AmB deoxycholate exposure associated with various
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killing end points (32). When peak serum AmB concentrations exceeded the MIC
for the five Candida isolates by two- to fourfold, killing of greater than 1 log10
cfu/organ was observed in a neutropenic disseminated candidiasis mouse model.
The highest AmB dose levels examined produced a peak level in serum in relation
to the MIC (peak/MIC) of 10, which resulted in nearly a 2 log10 cfu/organ
reduction in viable burden.

Similar studies intended to specifically identify a pharmacodynamic target
for the lipid associated AmB preparations have not been undertaken. However, a
number of animal model investigations have demonstrated that higher doses of a
liposomal preparation of AmB on a milligram per kilogram basis is necessary to
obtain the same antifungal effect as AmB deoxycholate (26,27,51). Some experts
have suggested these preparations are from three- to fivefold less potent. Among
the three lipid associated preparations, there have not been clear differences in
efficacy based on the magnitude of exposure in the majority of infection models.
Comparative study of polyene efficacy in relation to drug exposure using a
Candida meningitis model is the single published example in which differential
activity has been quantified. Groll et al. assay concentrations of conventional AmB
and each of the available lipid formulations in the serum, CSF, and brain
parenchyma. The concentrations of AmB deoxycholate and liposomal AmB were
significantly higher in the brain tissue, and treatment resulted in reduction of
organism burden below the limit of detection. Conversely, treatment with ABLC
and ABCD regimens, which achieved lower concentrations in the brain tissue,
resulted in residual C. meningitis in the model (21).

PHARMACODYNAMICS—CLINICAL

There are no clinical investigations that allow direct analysis of the pharmacody-
namics of AmB preparations. However, one can consider the peak/MIC pharma-
codynamic target ratio of two to four identified in vitro and in animal models
relative to human pharmacokinetics and MIC distribution in the community.
Doses of 0.7 to 1 mg/kg of conventional AmB would be expected to achieve this
ratio for organisms with MICs in the range of 0.25 to 1 mg/L. Two retrospective
clinical analyses have demonstrated a relationship between AmB in vitro suscept-
ibility and outcome. Lass-Florl et al. reported AmB treatment outcome of
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29 patients with invasive Aspergillosis (36). Ninety-five percent of patients with
AmB MICs higher than 2 mg/L died. In a similar analysis of candidemia outcome,
AmB failures were associated with an MIC greater than 1 mg/L (34). Pharmacody-
namic data from in vitro and in vivo studies would have predicted these treatment
failures based on estimated AmB kinetics in humans (peak/MIC ratios from only
0.25 to 1.0).

Early analysis of AmB dosing, pharmacokinetics, and safety demonstrated
the ability to safely maximize peak serum concentrations by administering double
the usual daily dose every other day (16). In fact, this dosing schedule was
commonly recommended in earlier antifungal dosing guidelines, but has been
replaced more recently by daily dosing. Whether this dosing strategy would be
similarly or more effective or less toxic than the most commonly used regimens is
unclear.

THERAPEUTIC USES

AmB has traditionally been the drug of choice for most all life-threatening fungal
infections. Dose-limiting toxicities have made use of the polyenes difficult. The
development of less toxic and similarly efficacious lipid AmB preparations,
triazoles, and echinocandins has reduced the use of conventional AmB deoxycho-
late. Despite these antifungal advances, AmB remains the treatment of choice for
cryptococcal meningitis. In addition, most treatment guidelines continue to recom-
mend AmB as a first-line choice for systemic candidiasis, Aspergillosis, and life-
threatening endemic fungal infections.

SUMMARY

Both in vitro and animal model pharmacodynamic studies have demonstrated
concentration-dependent killing and prolonged postantibiotic effects associated
with AmB exposure. The pharmacodynamic parameter shown to correlate with
efficacy is the peak/MIC ratio. A dosing strategy in which large doses are
administered infrequently would optimize this pharmacodynamic parameter. The
peak/MIC ratio associated with efficacy from in vitro and in animal infection
models is in the range of two to four.
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17 Pharmacokinetics and Pharmacodynamics
of Azoles
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Hospital, Nijmegen, The Netherlands

INTRODUCTION

The azoles comprise a wide spectrum of antifungal drugs with varying activity
and pharmacological properties. Some of the agents, in particular the older ones,
can only be used topically and were mainly used against nail and skin infections,
while others can be used as systemic drugs. Some can be used intravenously, but
oral formulations exist as well. For therapeutical purposes, a distinction needs to
be made between those that are primarily active against nonfilamentous fungi,
e.g., Candida spp., and Cryptococcus spp. only, such as fluconazole, and azoles
that are active against filamentous fungi. Within the group of filamentous fungi
however, large differences are readily apparent. In addition, because of their
growth characteristics, laboratory techniques differ between the two groups to
determine activity of the drugs. In that respect, nonfilamentous fungi behave more
like bacteria as will be explained below.

Candida infections now rank among the top five of bloodstream infections
with considerable mortality (1–3). It is therefore not surprising that most of our
understanding of pharmacokinetic–PD (PK–PD) relationships stems from the
activity of azoles against yeasts, in particular Candida species. In this chapter, the
guideline will therefore be the exposure–response relationship of azoles against
Candida species. Where applicable, differences for filamentous fungi will be
highlighted.

The primary goal of this chapter is to give an overview of exposure–
response relationships of azoles in vitro and in vivo. After a brief description and
overview of the class, the pharmacokinetics of the major azoles is portrayed in
order to discuss the exposure of the drug in human. Next, concentration–effect
relationships are described, and finally the exposure–response relationship in vivo,
both in animals and in men.

BRIEF HISTORY OF THE CLASS

During the Second World War, in the wake of the discovery of penicillin in the
previous decade and the development to its clinical use, a quest for other drugs
with activity against infectious agents led to the discovery in 1944 that benzimida-
zole possessed, apart from antibacterial, antimycotic activity (4). The activity was
attributed initially to competitive inhibition between this drug and the purines
adenine and guanine, but the mechanism of action later described proved to be
inhibition of ergosterol synthesis through the cytochrome P-450 system (see
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below). In 1952, Jerchel (5) described several analogs that had profoundly
increased antimicrobial activity. During the next decades, a large number of
antifungals from this class were studied extensively to determine possible clinical
use. The first azole to be used clinically was chlormidazole, used as a topical
agent. Other compounds, still in use today, include clotrimazole and econazole
but can be used as topical agents only. In general, imidazoles could not be used
systemically, mainly because of hepatotoxicity and major drug interaction effects.
A major area of application is hair, skin, and nail infections, because topical use is
a good alternative in most cases. The only noticeable exceptions were miconazole
(6) and, later, ketoconazole (7). Although the latter drug was widely acclaimed as
a major improvement to existing therapeutic options because of its activity as well
as availability as an oral formulation, there were still too many side effects for
wide-scale systemic use.

A major breakthrough was the discovery of a second group of azoles, the
triazoles. These differ from the imidazoles by a third nitrogen in the azole ring.
Terconazole was the first agent undergoing clinical trials (8), followed by itracona-
zole and fluconazole. Of these, fluconazole is the only agent that is readily
solvable in water. Since then, the number of azoles available has been increasing
steadily: voriconazole, ravuconazole, posaconazole, and isavuconazole. Of these,
voriconazole and posaconazole are currently available, ravuconazole is no longer
pursued, and isavuconazole is still in the development phase. However, all of
these suffer from the same drawbacks as itraconazole in that they are difficult to
solve in water-based solutions and that oral formulations were the ones that were
available first. Most of them use cyclodextrin to increase solvability in order to
provide an intravenous formulation. A new approach was taken for isavucona-
zole. This compound is linked to an ester to form a prodrug. The ester is almost
immediately cleaved by plasma enzymes resulting in the availability of active
drug once taken up systemically (9). A summary of the PK characteristics of the
azoles available for systemic use is shown in Table 1. The PK characteristics of
each of these compounds are briefly discussed.

Fluconazole
Fluconazole was the first nontoxic antifungal agent available both as an oral and
as an intravenous formulation and was the result of a development program
aimed at the development of a broad-spectrum antifungal agent active by both the
oral and the intravenous routes for the treatment of superficial and systemic
infections (26). The volume of distribution is around 0.7 L/kg, indicating distribu-
tion over total body water. This is also reflected by a cerebrospinal fluid/plasma
ratio of 0.86 (27) and microdialysis studies (28). Bioavailability is good, close to
100%. Even in intensive-care patients receiving fluconazole by a feeding tube (29)
and critically ill surgical patients with invasive mycoses and compromised gastro-
intestinal function, there was no significant difference between exposures of
intravenous and oral dosing (11). Elimination is primarily by renal excretion.
Protein binding of fluconazole is relatively low, 12% in healthy volunteers as
determined by ultrafiltration (20). Peculiarly, protein binding was increased to
23% in patients with chronic renal failure and cancer (30) and might be related to
higher concentrations of a 1-acid glycoprotein in these patients (20).

Pharmacokinetics was extensively studied in children. The half-life was
increased in neonates reflecting the renal function in these patients and was
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slightly lower in other age groups (31,32). However, an age dependency exists and
this does result in different exposures in various age groups when the same dose
is administered (Fig. 1). In addition, the variation in plasma levels is much higher
in some age groups, and this may lead to underdosing in some patients.

Itraconazole
The formulation used initially was an encapsulated form, but the absorption of
itraconazole in a subset of immunocompromised patients was not optimal, and
its pharmacokinetics varied considerably between patients (14,33–35). In addi-
tion, absorption was highly influenced by gastric pH and the use of antacids
(36,37) as well as by concomitant food intake (15,16). An oral solution based on
hydroxypropyl-beta-cyclodextrin became available in the late 1990s, which
showed a more favorable PK profile (17,18,38–43) and is superior to capsules in
preventing invasive Aspergillosis infections (44). However, the variability in
pharmacokinetics was still high in some patient groups and oral treatment was not
suitable for those high-risk patients who were unable to tolerate food and drink due
to chemotherapy-induced mucosal barrier injury. The development of formulations
for intravenous use was hampered by the poor solubility of itraconazole in water,
but eventually a solution based on dextrin was made available in the United States
and elsewhere. However, the presence of high amounts of dextrin can limit the use
of higher doses even though the dextrin compound is readily eliminated (19) and
can be dialyzed (45). This led to the exploration of other solubles. Lately, a new
formulation using nanocrystals as a solvent has been administered successfully (21).
However, this formulation is not (yet) available for commercial use. An interesting
feature of itraconazole is its increase in terminal half-life after multiple dosing
(14,21) reflecting extensive tissue distribution and possibly, a rate limiting step in its
metabolization and/or excretion. However, concentrations of the OH metabolite
did not support this. Protein binding of itraconazole in serum is relatively high and
was 97% in both volunteers and patients with end-stage renal disease (20), while it
was slightly lower in patients with diabetes mellitus (46). However the drug is also
bound to erythrocytes, further limiting its availability (47). Pharmacokinetics in
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children was studied in a number of age groups (42). In general, the pharmacoki-
netics was well comparable between age groups, although the half-life in children
between 0 and 2 years was slightly increased.

Voriconazole
Voriconazole was developed to enhance activity against moulds (48). It is avail-
able both as an oral and as an intravenous formulation. Its oral availability is
estimated to be more than 90% and unaffected by gastric pH (49,50,52). Concomi-
tant intake with food reduces the bioavailability around 20% as determined from
a comparison of AUCtau (50). The half-life is six to seven hours and thus has by
far the highest elimination rate of the triazoles. The drug is administered twice a
day. Like itraconazole, it takes a number of days to reach steady state, even using
loading doses on the first day, and shows nonlinear pharmacokinetics in that the
Cmax and AUC show a disproportional increase in dose (51), and accumulates
more than can be predicted from single dose data (52). The AUCtau increases
almost fivefold during this period (49). Voriconazole is primarily eliminated via
metabolization. Around 80% of the metabolite is excreted by the kidneys, and the
remainder can be retrieved in feces (23,53). Less than 2% is excreted unchanged
into urine. Serum concentrations can vary widely, probably through individual
differences in metabolization. A number of authors have therefore suggested that
drug monitoring would be necessary for this agent, to ensure adequate serum
concentrations as well as to prevent toxicity (54,55).

Posaconazole
Posaconazole is a new triazole that has recently become available as an oral
formulation. The structure of posaconazole is not very different from that of
itraconazole and the PK properties do not markedly differ. It is extensively
distributed with a volume of distribution almost 10 times that of body water and
has a long half-life of over 30 hours both after single and multiple doses. The
increase in AUC is dose proportional up to 800 mg/day (56). Absorption is almost
fourfold increased by taking the drug together with high-fat food and the oral
suspension had a significantly increased bioavailability compared to a table
formulation (57). Almost 80% of the drug can be retrieved from feces, indicating
that biliary excretion is the major route of elimination. Most of the drug is excreted
by the fecal route and most of the remainder as metabolites via the kidneys. Like
itraconazole and voriconazole, there is a large variation in serum concentrations in
individual patients (58), which may partly be due to differences in absorption, but
also due to differences in metabolization. However, as yet there are no recommen-
dations for therapeutic drug monitoring.

Isavuconazole
Isavuconazole (BAL4815) is another new triazole, but is not yet available. To
enhance its solubility and improve its mode of administration, isavuconazole is
administered as a prodrug (BAL8557), both for oral and for intravenous adminis-
tration. In serum, the drug is rapidly converted by plasma esterases. The drug
accumulates extensively in tissues with a volume of distribution similar to
posaconazole and itraconazole (9,25). The half-life is by far the longest of the
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triazoles with values up to five days in healthy volunteers. Exposures after
intravenous and oral administration are similar, indicating a bioavailability near-
ing 100% (25). The protein binding of isavuconazole is high with reported values
of up to 98%.

Mode of Action
Triazole antifungal agents exert their action by inhibiting the conversion of
lanosterol to ergosterol. It is thought that the nitrogen of the azole ring binds to the
hem moiety of the fungal cytochrome P450 enzyme lanosterol 14-a-demethylase.
Ergosterol is an essential component of the fungal membrane, comparable to that
of cholesterol in the mammalian cell, and depletion of this molecule finally ensues
in disruption of the membrane (59). Alternatively, severe depletion of ergosterol
may interfere with other important functions in the cell.

CONCENTRATION–EFFECT RELATIONSHIPS IN VITRO

The most common concentration–effect relationship measured is susceptibility
testing, i.e., determining the activity of the drug under standard conditions.

Susceptibility Testing of Yeasts
Susceptibility testing of antifungals differs fundamentally from susceptibility test-
ing of antibacterials and this is perhaps one of the reasons that good correlations
between in vitro activity and in vivo efficacy have been difficult to show until
recently. If the activity or potency of a drug is measured in an in vitro system,
there are basically two important issues to consider. The first is the method as
such, including reproducibility, ease of use, etc. The second issue is the interpreta-
tion of the test result itself.

Two susceptibility methods are currently used. One is the method as pub-
lished by Clinical Laboratory Standards Institute (CLSI) (60) in the United States
and the other by the European Committee on Antimicrobial Susceptibility Testing
(EUCAST) (61), in Europe. The major difference between the two methods is that
the medium used by the EUCAST method includes the addition of more glucose to
RPMI cell culture, thereby increasing the growth rate of the yeasts, and this permits
reading after 24 hours instead of the 48 hours as prescribed by the CLSI method
(Table 2). The results of the two methods have been shown to be reasonably
comparable in that the resulting minimal inhibitory concentration (MIC) distribu-
tions show similar shapes and have a good correlation (62). Because the reading
following the EUCAST method is after 24 hours, the resulting MICs are slightly
lower than those of the CLSI (63). However, to determine the exact differences
between the two methods, the differences in MICs of the individual strains should
be compared (64). The difference in log2 dilutions with their confidence intervals
will give a good idea of the difference in test result and, if there is a difference,
whether this is important quantitatively. Unfortunately, this is very seldom per-
formed. An example is shown in Table 3 for Pichia anomala.

The interpretation of the test result is a matter of long debate. As can be
observed from Figure 2, the difference between values exerting a minimum and a
maximum drug effect extends to four twofold dilutions and the MIC value thus
varies with the definition of inhibition. While full inhibition of growth—as deter-
mined by eye or read by a machine—is used for antibacterials, and the difference
between growth and no growth is one twofold dilution at most (in the same test),
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the MIC for azoles as currently defined is 50% inhibition (“significant inhibition of
growth”), either read by eye (introducing a subjective interpretation) or by an
alternative technique. The use of 50% inhibition was arbitrary initially, and other %
inhibition is being used for other drugs. For instance, full inhibition (no turbidity)
is used for amphotericin B, even if the so-called trailing effect—an effect sometimes
observed that represents a relatively slower decrease in turbidity at the higher
concentrations as compared to lower concentrations and is fairly typical for
azoles—is taken into account. However in terms of effect measurements and the
concentration range over which the drugs exert their action, 50% inhibition is a
very logical choice, since this equals to the EC50 of the drug. As can be observed
from Figure 2, the concentration–effect relationship of, in this example, fluconazole
follows a classical sigmoid concentration–effect relationship and is characterized by
the EC50, the Hill coefficient, and the minimum and the maximum effect. This
offers the possibility to determine the EC50 exactly, if a more precise way of
measurement is used than reading by eye. For yeasts, the simplest and easiest
alternative is to use optical density (OD) as a parameter. This process can even be
automated and the EC50 determined automatically. In general, automation and
standardization of the whole susceptibility procedure was shown to be more
optimal than currently applied in most laboratories (66). However, the use of the
EC50 as described here has not been applied systematically.

How then, should the MIC of an azole be interpreted? For antibacterials, the
concentration–effect curve is relatively steep, as follows from a clear distinction
between growth and no growth in the two adjoining wells in a two fold dilution
tray, and the concentration where the MIC is read is inhibitory (at least), although
the number of microorganisms may be anywhere between 0 and 107 (67). The
interpretation of a value that is read at 50% inhibition is more difficult and how
this value is to be translated to a static effect remains uncertain. Thus, even when
the MIC results are reproducible, and the term inhibitory is used, the absolute
value needs to be interpreted with far more caution, much more so than for
antibacterials.
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FIGURE 2 Relationship
between optical density
of Candida albicans and
the effect of fluconazole
demonstrating the four to
five twofold dilutions
between minimum and
maximum effect. Source:
Unpublished data.
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Susceptibility Testing of Filamentous Fungi
Susceptibility testing of filamentous fungi bears some resemblance to yeasts, but
there are a number of additional problems in interpretation of the test result that
one needs to be aware of. The MIC of azoles is read at absence of growth (68),
although there is an exception for some species. The concentration–effect relation-
ships show a similar pattern as for yeasts, that is the difference between minimum
effect and a maximum effect is around four twofold dilutions. However, while OD
measurements reasonably well describe the biomass for yeasts and bear a reason-
able correlation with the number of colony forming units (CFU), this is not true for
filamentous fungi. In broth, the fungi grow as hyphens in an erratic and inhomoge-
neous fashion. Reading by eye is the current standard to interpret growth in each
well but has a subjective interpretation and adds to the variability in testing.
Alternatively, a number of other methods have been developed, which reflect the
biomass of filamentous fungi, including spectrophotometric, colorimetric, flowcyto-
metric, and radiometric assays (69,70). The most promising of these are spectro-
photometric methods that have been developed based on the reduction of
tetrazolium salts. An important characteristic of these drugs is that they are
reduced to highly colored formazans that are produced when the tetrazolium salts
receive electrons that are, for instance, produced within the mitochondria of cells
with dehydrogenase activity (71). Thus, the formation of formazan reflects cell
activity and thereby can be used as a measure of biomass. There are a number of
dyes that have been introduced over the last couple of years, of which MTT and
XTT are the most promising. A major advantage of these methods is that they
permit reading after 24 hours of incubation instead of 48 or 72 hours. Also, these
methods permit a much more precise measurement of activity of a drug. This is
also an advantage in testing combinations of drugs (72). A number of studies have
shown excellent agreement between these colorimetric methods and the CLSI
method (73–75). An example is shown in Figure 3, demonstrating the relationship
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respectively. Abbreviations: MIC, minimal inhibitory concentration; CLSI, Clinical and Laboratory
Standards Institute. Source: From Ref. 76.
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between MTT conversion and the concentration of miconazole. Figure 4 shows the
relationship between OD and itraconazole concentration using various methods of
reading, both by eye and using a spectrophotometer.

The Postantifungal Effect
The determination of the postantifungal effect (PAFE) in vitro of yeast-like organ-
isms is relatively straightforward and is similar to the method as described for
bacteria. As described for bacteria, an inoculum of microorganisms is exposed to a
certain concentration of drug (usually four or five times the MIC) for a limited
time (usually one hour). The antimicrobial is then washed out by dilution or
degraded by enzymes such as beta-lactamases or aminoglycosidases. The post-
antibiotic effect (PAE) is then defined as the time it takes the curve to increase one
10log in comparison with the control (77). The original assumption behind the
value of the PAE was that those drugs that do exhibit a PAE might be adminis-
tered less frequently by making the incorrect inference that the drug would still be
active once the concentrations declined below the MIC for a time period similar to
the PAE (78,79). The term incorrect is used here, because the conditions under
which the PAE is determined in vitro—delay in growth after one hour of exposure
and immediate removal of the drug—are vastly different from the supposed effect,
a decline below the MIC after several hours of exposure with a slow decline in
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concentration dependent on the rate of elimination. To determine a “true” PAE,
the concentration–time curve should be simulated in vitro, or the effect should be
determined in vivo. Still, an in vitro PAE may have meaning in some situations, in
particular when the PAE is relatively long.

The PAFE of azoles has been determined for Candida spp. and cryptococci
following classic methodology (80,81). In general, all azoles display a moderate
PAFE except for fluconazole. However, the PAFE is dependent on a number of
critical factors, including stage of growth, temperature, and medium (82–86). The
importance of the PAFE is therefore uncertain.

The PAFE of filamentous fungi is less straightforward for a number of
reasons, but two of these are particularly important. The first is that it is almost
impossible to perform reliable, reproducible cfu determinations of filamentous
fungi. This is inherent to their mode of growth, i.e., the formation of filaments.
Even the procedure of simple dilution will result in considerable interassay
variation because of the disruption of the hyphae and the presence of multiple
cells within one hyphae. The number of cfu therefore does not represent total
biomass and is an unreliable method to determine relative biomass as well. Thus,
to determine a PAFE, the use of cfu as a measure to compare a control curve to
exposed fungi is not adequate. Three methods have been suggested to solve this.
The first is the use of MTT and determine the delay in growth by comparing the
growth control curve with that of the exposed curve (87). The second method uses
(11) C-labeled amino acid accumulation in antifungal drug-pretreated mycelia
(88). Azoles showed a PAFE of less than 0.5 hours, much less than comparators
such as amphotericin B and caspofungin. Finally, a method has been proposed
based on the production of CO2 (89).

COMPARATIVE ACTIVITY OF AZOLES IN VITRO

The activity of azoles has been compared in a number of studies. Table 4 displays
the comparative activity of fluconazole, itraconazole, voriconazole, and isavucona-
zole. In general, all azoles, except for fluconazole, display activity against both
yeasts and filamentous fungi. The differences between itraconazole, voriconazole,
and isavuconazole are only marginal. Itraconazole is slightly less active against the
dermatophytes compared to the other two azoles.

Emergence of Resistance
Although emergence of resistance is not a topic in this chapter, a brief overview is
given here. In general, resistance development is much less of a problem than in
bacteria, which may be linked to the increased complexity of the organisms. For
Candida albicans, a number of reports have indicated that emergence of resistance
does occur during treatment and follows sequential steps that lead to increasing
MICs (94). However, perhaps more importantly, a shift in species that are inher-
ently less susceptible to azoles causing infections is observed in particular in non-
HIV patients (95–97). This was shown to be dose or dosing regimen dependent for
fluconazole (98). Thus, although the mechanism and path to more resistant strains
may be different, the end result, patients being infected by less susceptible strains,
is the same. For infections caused by C. albicans, decreased susceptibility may in
some instances be treated with increased doses (see below). In Candida glabrata,
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upregulation of CDR1 and CDR2 genes results in resistance to other azoles as well
and subtherapeutic doses of fluconazole may thus lead to emergence of resistance
for all azoles (94). In filamentous fungi, emergence of resistance is very rare.
The most prevalent mechanism of azole resistance in Aspergillus spp. appears to be
due to specific mutations in cyp51A gene, leading to different modes of resistance
and cross-resistance (99).

CONCENTRATION AND DOSE EFFECT RELATIONSHIPS IN VIVO

Since most of the early azoles were applied topically, concentration and dose–
effect relationships were not studied in detail for these drugs. Even with the
advent of miconazole and ketoconazole, the direction of research was more
directed toward toxicity rather than efficacy. However, translational research from
animals to humans focusing on PD relationships is increasing and indicates that
the principles that apply for antibacterials (100) are equally valid for antifungals,
in that one has to determine exposure–response relationships to determine
efficacy, and from those relationship draw conclusions with respect to the applica-
tion of adequate dosing regimens. These relationships are easiest determined in
animal model systems. These can then be translated taking human pharmacoki-
netics into consideration. Alternatively, these relationships can be determined from
analysis of studies in humans. Both approaches are discussed below. The relation-
ships studied all apply to yeasts; proper studies involving filamentous fungi are
still lacking for azoles.

PD Relationships in Animals
Exposure–response relationships of azoles have primarily been determined for
yeasts. By administration of varying doses and dosing intervals, the relationship
between dose or exposure and effect was determined following the same methods
as described elsewhere in this volume for antibacterials. An example is shown in
Figure 5 for fluconazole. Female CBA/J mice were infected intravenously with C.
albicans two hours before starting therapy. Groups of two mice were treated for 72
hours with dosing regimens of fluconazole using twofold increasing total doses
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FIGURE 5 Relationship between
the 24-hour total dose and effect
of fluconazole in a non-neutrope-
nic murine model of disseminated
candidiasis for three dosing inter-
vals. Difference in CFU at the
start of therapy and after three
days of therapy. Abbreviation:
CFU, colony forming units.
Source: Unpublished data.
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administered i.p. at dosing intervals from 6, 12, and 24 hours. Total doses ranged
from 1.25 to 160 mg/kg/24 hr. After 72 hours of therapy, kidneys were removed
for CFU determination. Untreated control mice were sacrificed just before treat-
ment and at t ¼ 72 hr. Figure 5 shows the relationship between the 24-hour dose
and number of cfu after 72 hours of treatment. From this relationship, the
conclusion could be drawn that there is a direct relationship between 24-hour dose
and response. However, a closer look at the relationship seems to indicate that the
effect of the dosing regimen with the 24-hour interval is less pronounced than the
dosing regimens with a 6- or 24-hour interval. There are several explanations for
this, but the most obvious are differences in exposure due to PK properties of the
drug. Importantly, the half-life of fluconazole in this experiment was 3.6 hours,
and accumulation occurs therefore less during the 24-hour dosing regimens
compared to shorter dosing intervals. To further characterize the exposure–
response relationships, the fAUC/MIC, fCmax/MIC, and %fT>MIC were deter-
mined for each dosing regimen. Figure 6 shows the relationships between these
PD indices (PDI) and the difference in colony forming units between start of
treatment end of treatment. Each of the three indices shows some correlation with
effect, although this is most pronounced for the fAUC/MIC ratio. However, there
is also a reasonably good relationship with the %fT>MIC.

From the exposure–response relationships, the dose and PDI can be calcu-
lated that results in no net change in cfu during treatment, the so-called static
effect. This measure of antimicrobial activity has shown to be a good parameter to
describe the overall activity of the drug. Here, the fAUC/MIC ratio that was
needed to result in a net static effect was 24.3.

The exposure–response relationship is not only dependent on exposure but
also on the susceptibility of the microorganism as signified by the MIC component
in the PDI. Figure 7 (left panel) shows the relationship between dose and exposure
for 10 Candida strains with different MICs for fluconazole in a neutropenic mouse
model of infection. It is apparent that a clear relationship between dose and
response does exist, and increasing doses result in increased killing of the Candida
strains. However, the extent of killing differs for each strain. The relationship
between AUC and effect would show similar curves. Figure 7 (right panel) shows
the same relationship, but normalized to the MIC by determining the AUC/MIC
ratio. From these experiments, it is obvious that the relationship between exposure
and effect follows a typical pattern that can be conceived as a general
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mouse (mean CFU of two kidneys). Abbreviations: AUC, area under the curve; dCFU, difference
in CFU. Source: Unpublished data.
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characteristic for the effect of fluconazole on Candida. Similar findings have been
reported by other authors (102).

The relationship between exposure and effect has also been determined for
other azoles. For all azoles, a relationship between AUC and effect has been
demonstrated. However, the magnitude of the AUC that correlates with a static
effect differs for each azole. The AUC needed for a static effect for posaconazole
for instance is much larger than for fluconazole. The single most important reason
of this difference is the difference in protein binding. When the magnitude of the
PDIs resulting in a static effect is recalculated for the free fraction of the azole
only, a similar pattern appears for each azole (Fig. 8) (101). For all four azoles, a
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fAUC/MIC ratio of around 25 is needed for a static effect. Thus, within the class
of azoles, the effect of the various members of that class is very comparable. This
is similar to the observations made for antibacterials. For instance, the fAUC/MIC
ratio resulting in a static effect for fluoroquinolones and pneumococci is around 35
and the %fT>MIC for cephalosporins and enterobacteriaceae 35% to 39%. It must
again be emphasized here that the value of 25 is the ratio of two factors, i.e., the
fAUC and the MIC. The values established here were obtained using the CLSI
method; the EUCAST method would result in higher values because the MICs are
slightly lower.

PD Relationships in Humans
The relationship between exposure and effect has lately been determined in
humans as well. An example is shown in Figure 9 showing the relationship
between dose/MIC and efficacy of fluconazole treatment for esopharyngeal
candidiasis (OPC) (107). In this study, 132 patients were treated with varying
doses of fluconazole, and the effect of therapy was determined by culturing before
and after therapy. The MIC of each Candida strain was also determined. As can
be observed, a clear relationship between dose/MIC and response exists. The
EI-50 (value of PDI that results in 50% effect) in this study was 43.7, while for a
maximum response a value of close to 100 was needed. It must be borne in mind
however that the MICs were determined following the EUCAST method, and the
results thus do not translate directly to the results in a quantitative sense as
obtained in other studies that used the CLSI method.

Recently, another study was published where the authors looked at the
relationship between dose, exposure, and effect in patients with a candidaemia
(Fig. 10). As can be observed, a good relationship was found between dose/MIC
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and mortality. Classification and regression tree analysis was performed in this
study, and value of 55.2 was found to be discriminative between patients with a
poor and a better outcome.

An analysis of compiled data from four studies that looked at the correlation
between dose/MIC ratios and efficacy also seems to point in the same direction.
Figure 11 shows an analysis of the data provided in a recent review by Pfaller
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et al. (107). The efficacy of fluconazole therapy was plotted as a function of the
dose/MIC ratios. Subsequently, the Hill equation was used to fit to the data to
determine the EI-50. From this analysis, it appears that the EI-50 is 35.5 and thus
follows the same pattern as found for the other studies and further demonstrates
this relationship between dose/MIC ratio and outcome.

These two studies show that the exposure–response relationships that
have been observed in animal models of infection are comparable to those in
men. In itself this would seem obvious, because antifungals exert their effect on
the fungus and not on the host. Yet, host factors play major role in determining
the outcome of fungal disease and are at least as important as antifungal
therapy.

There are only few reports on the exposure–response relationships for other
azoles.

For itraconazole, it was shown that a trough level of more than 0.5 mg/L
during prophylaxis resulted in significantly less breakthrough infections in
neutropenic patients (108). Since the dosing regimens in these patients were
standardized, it is highly probable that the trough level correlate well with the
AUC of itraconazole and that it was exposure itself that determined this relation-
ship. It would be worthwhile to determine that relationship to resolve the
correlation between AUC/MIC and efficacy. In another recent study, a difference
in the efficacy of prophylaxis of Aspergillus infections was found between the
oral solution and the capsule formulation of itraconazole (44). This was attrib-
uted to the difference in bioavailability, and thus exposure of the drug. For
voriconazole, an analysis was performed on the results of the phase 2 and phase
3 trials (109). Although there were some differences in dosing regimens, a
relationship between MIC and clinical response could be determined. In neither
of these three studies a full quantitative analysis between a PDI and response
was performed.

PREDICTION OF RESPONSE

The ultimate purpose of understanding PK–PD relationships is to be able to
provide the choice of therapy and dosing regimen to optimally treat patients. As
discussed in the previous paragraphs, this is dependent of three factors: the host,
the exposure, and the susceptibility of the microorganism. While conditions of the
host (e.g., neutropenia and age) can be regarded—from the exposure–response
point of view—as external factors, the exposure–response relationship taking
exposure and the susceptibility of the microorganism into account is the topic of
this discussion.

Optimizing exposure–response relationships of azoles includes several steps
and follows the same line of reasoning as discussed elsewhere in this volume
(Chapter 2). The first is defining the optimal target exposures of the drug. Using
the PK–PD relationships for azoles, these can be established as the percentage of
the population that has reacted favorably to therapy to a certain drug exposure.
For instance, a PK–PD target that results in 90% or 100% cure could be a reason-
ably target value. From Figure 9 one would conclude that a drug/AUC ratio of
100 would be the PK–PD target value for treatment of OPC (Rodriguez Tudela JL,
Almirante B, Rodríguez-Pardo D, et al. Correlation of the MIC and Dose/MIC
ratio of fluconazole to the therapeutic response in of patients with candidemia and
mucosal candidosis. Submitted for publication). Alternatively, the results from
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CART� analysis (Fig. 10) show that a value of 55.2 discriminates between a
high and a low probability of successful treatment, and as a treating physician
one would like to be reasonably certain that the patient would reach that PK–PD
target. Since the PK–PD target depends on two parameters—the MIC and the
exposure—both of these contribute to optimization of the dosing regimen. If
the MIC of the target microorganism is known, or the distribution of MICs of the
target microorganisms is known, the dosing regimen needed resulting in a high
probability of cure can be derived from the PK properties of the drug. Alter-
natively, if a standard dosing regimen is applied, the PK properties of the drug
will indicate what the highest MICs of the microorganisms may be in order to
guarantee a high probability of cure. Since the dosing regimen is reasonably well
established for most drugs, and the MIC of a microorganism causing the
infection is not immediately known in most cases, the PK properties of the
drug effectively determine whether there will be high probability of cure, given
the MIC.

However, as explained elsewhere in this volume (Chapter 2), the pharmaco-
kinetics in each patient does differ, both to differences in clearance and to
differences in volume of distribution. To take these variance into the equations
Monte Carlo simulations (MCS) can be used to determine the probability of
attaining a specific PD target, and this technique has been used extensively over
the last years to determine the probability of target attainment for antibacterials.
For antifungals, MCS is still in its infancy. There are several reasons for that, the
most important one that for a meaningful outcome of MCS, the underlying
assumptions need to be reasonably well attested. As explained above, data
involving the PK–PD target have become available only recently.

The construction of a PK model to reflect the dispersion of exposure within
the target population, i.e., the population that is to be treated with the drug, is not
different as described for antibacterials. Ideally, a PK population model is built to
that purpose and the parameter estimates and measures of dispersion used to
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perform the MCS. Although there is ongoing discussion as to what the optimal
approach is to obtain the simulations, this is—using adequate software—relatively
straightforward, and the discussion here is mainly focused on whether the PK
population model used to perform the MCS adequately reflects the population
where the drug is used.

MCS has been performed for fluconazole and isavuconazole (110). Figure 12
shows the results of MCS of fluconazole. The left panel shows the distribution of
AUCs in the population, while the right panel shows the relationship between
MIC and fAUC/MIC. The confidence interval around the mean target attainment
indicates that at a target value of 100, infections caused by Candida strains with
MICs up to 2 mg/L have a high probability of cure. Thus, from this analysis,
treatment of infections caused by Candida can be optimized, depending on the
MIC of the microorganism and/or the species.

One of the downsides of the example above, and the conclusions derived, is
the premises. The conclusions are based on a number of assumptions, namely,
the estimates of the PK parameter values and the measures of dispersion, and the
assumption that these apply to the population to be treated. However, the exposure
may differ for a number of reasons. Well known are differences in renal function,
but age also may play a significant role. An example is shown in Figure 13. From
data in the literature, the AUC of fluconazole per unit dose was determined for a
number of age groups. As can be observed, the values vary considerably per age
group and are particularly low during adolescence. Thus, exposure in this age
group may be suboptimal—and thus the probability of cure lower—when dosing
regimens are inferred from parameter estimates in other age groups. Yet, few
data or studies are generally available for most drugs. For fluconazole—this
example—one would or should conclude that the dose should be increased in
certain age groups.
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CONCLUDING REMARKS

In this chapter, the PK, PD, and PK–PD properties of azoles were discussed. The
pharmacokinetics of most azoles is characterized by a large volume of distribution,
relatively high protein binding, and a large volume of distribution. Because of
their physiochemical properties, they are poorly soluble in water, except for
fluconazole. Susceptibility to azoles—and antifungals in general—by a relatively
large concentration ranges between no visible effect and full inhibition. The
definition of the MIC is therefore, although resulting in a reproducible assay, not
comparable to that for antibacterials. PK–PD relationships are characterized by a
relationship between AUC/MIC and the PDI value resulting in a static effect is
comparable across the class for the unbound fraction of the drug. From the PK
properties and the exposure of the azoles, and the relationship between exposure
and effect as derived from animal models and human trials, the optimal dosing
regimen, and/or the susceptibility of the microorganisms can be derived, although
there is still a gap in our knowledge here with respect to filamentous fungi. The
recently acquired understanding in PK–PD relationships of antifungals serves the
benefit of patients.
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BRIEF HISTORY OF CLASS

Echinocandins are a novel class of antifungal agents that were first isolated from
the broth of Aspergillus species, including Aspergillus aculeatus and Aspergillus
rugulovalvus, in the mid-1970s (1,2). The echinocandins block cell wall formation
by inhibiting the enzyme 1,3-b-D-glucan synthase, resulting in fungal death. These
compounds are poorly absorbed through the gastrointestinal tract and, therefore,
are administered intravenously. Since initial investigations centered on the ther-
apeutic activity of these compounds against Pneumocystis carinii and Candida
species, the compounds were named pneumocandins. However, the spectrum of
activity includes some molds, including Aspergillus species (Table 1). The three
echinocandins that have reached clinical development are semisynthetic cyclic
hexapeptides with N-linked fatty acyl side chains attached to pneumocandin B0
(Fig. 1) (7). Caspofungin was the first echinocandin to be licensed for clinical use
(in many countries, including the United States). Micafungin is licensed for clinical
use in Japan and in the United States, and anidulafungin is licensed in the United
States.

The echinocandins are an important addition to the antifungal armamentar-
ium for several reasons. First Candida species are now responsible for approximately
10% of nosocomial bloodstream infections (8,9). The number of cases of candidemia
and deep-seated candidal infections continue to rise as the number of immunosup-
pressed patients increases. Second, although Candida albicans has traditionally been
the most common Candida species encountered in clinical practice, the proportion of
infections due to non–C. albicans species has now surpassed that of C. albicans (9).
Non–C. albicans species such as Candida glabrata, Candida guilliermondii, Candida
lusitaniae, and Candida krusei tend to be resistant to standard antifungal agents (10),
including amphotericin B and fluconazole, and some patients do poorly even if
treated (11). In addition, Gumbo et al. (12) and Clancy et al. (13) have demonstrated
that even after apparent therapeutic success with fluconazole or amphotericin B,
complications of candidemia may occur many months later. Third, there has been
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an increase in the number of patients at risk for infection with molds, such as
Aspergillus species. Unfortunately, poor clinical outcome is common in patients with
mold infections who are treated with amphotericin B. Fourth, because of the unique
mechanism of action of echinocandins, cross-resistance with other antifungal drug
classes is not anticipated. Finally, amphotericin B has infusion-related side effects
and is nephrotoxic, which increase patient morbidity and health-care costs (14,15).
In contrast, the echinocandins have excellent safety profiles. These and other
problems of azole- and polyene-based therapies have led to the development of
echinocandins.

During the same period that echinocandins were being developed, the
science of pharmacodynamics started to be applied to anti-infective agents.
Pharmacodynamic studies have led to improvement in dosing of many antibacter-
ial and antiviral compounds (16). It is therefore important to understand the
pharmacokinetic-pharmacodynamic properties of the echinocandins, so that we
may optimize the therapeutic impact of this new class of antifungal agents.

TABLE 1 MIC90 (mg/L) of Echinocandins Compared with Other Antifungal Agents in Fungal
Clinical Isolates

Species Drug

(no. of isolates) Caspofungin Micafungin Anidulafungin Fluconazole Amphotericin B

Candida spp. – – – – –

C. albicans (733) 0.5 0.03 0.03 2 0.25
C. glabrata (458) 1 0.06 0.13 32 0.5
C. parapsilosis (391) 2 2 2 2 0.5
C. tropicalis (307) 1 0.06 0.13 16 0.5
C. krusei (50) 2 0.25 0.13 >64 0.5
C. lusitaniae (20) 2 2 0.25 2 0.5
C. dubliniensis (18) 0.5 0.03 0.06 0.5 0.13
Cryptococcus

neoformans (10) >16 – >16 16 1
(20) – >64 – 4 0.5

Aspergillus spp. – – – – –

A. fumigatus (28) 0.25 – <0.03 – 1
(39) – 0.03 – >64 2
(256) 0.06a – – – 1

A. flavus (19) 0.06 – <0.03 – 1
(11) – 0.03 – >64 2
(30) 0.06a – – – 2

A. niger (9) 0.25 – <0.03 – 0.5
(11) – 0.03 – >64 1
(29) 0.06a – – – 1

A. glaucus (8) 0.12 – <0.03 – 1
A. terreus (6) – 0.015 – >64 2

(16) 0.06a – – – 2
A. versicolor (20) 0.12a – – – 2

Penicillium spp. (35) 0.12a – – – 2
Pseudaallescheria

boydii (6)
1.3 – 2.5 – 2.6

Rhizopus arrhizus (5) >16 – >16 – 0.57
aMinimal effective concentration.
Source: From Refs. 3,4–6.
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MECHANISM OF ACTION

The cell membranes of eukaryotic (human and fungal) organisms consist of a fluid
mosaic bilayer of phospholipids in which proteins are embedded (17). In eukaryotes,
complex lipids, called sterols, constitute up to 25% of the lipids in the cell membranes.
Sterols give the eukaryotic cell membranes rigidity, important in withstanding
physical stress. The predominant sterol in fungal cell membranes is ergosterol, while
that in human cell membranes is cholesterol. This difference is what allowed for the
development of systemic antifungal drugs such as azoles and polyene antifungal
agents, which target the fungal cell membrane (Fig. 2). Azoles and polyene com-
pounds have been the mainstay of antifungal therapy in humans for decades.

Another difference between human and fungal cells is the presence of a cell
wall in fungi, and its complete absence in humans. The main components of the
fungal cell wall are the polymers glucan, mannose, and chitin. These polymers are
responsible for cell wall shape and strength. Glucan, which accounts for 30% to
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60% of the cell wall of Candida spp., is made of three helically entwined glucose
polymers (18–20). The glucose polymers are linked by b-1,3-, a-1,3, or b-1,6-bonds.
1,3-b-D-glucan synthesis is catalyzed by the enzyme complex 1,3-b-D-glucan
synthase (Fig. 3), which is partially encoded by the genes FKS1, FKS2, RHO1, and
ETG1. The enzyme complex (Fig. 3) consists of two main components, the first of
which is a membrane-bound catalytic component that uses UDP-glucose as its
substrate and catalyzes the formation of linear polymers of 1,3-b-D-glucan (19,21).
There is a second soluble component that binds guanidine triphosphate (GTP) and
links glucan synthesis to the cell cycle.

Echinocandins act by concentration-dependent, noncompetitive inhibition of 1,3-
b-D-glucan synthesis, which leads to inhibition of 1,3-b-D-glucan formation, osmotic
fragility, and fungal cell lysis (7,19,20). Because the cell wall is not found in mammalian
cells, the echinocandins demonstrate an excellent safety profile in the clinic.

Cell wall

UDP-glucose

1,3-ββ-Glucan

1,6- β-Glucan Chitin

Mannoprotein

Site of action of
echinocandins

Rho1p

Fks1p
Plasma

membrane

Mannoprotein

FIGURE 3 Structure of the fungal cell membrane and cell wall and the site of action of echinocandins.
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FIGURE 2 Targets for antifungal drugs.
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SUSCEPTIBILITY OF FUNGI TO ECHINOCANDINS

Standard methods for in vitro susceptibility testing of the echinocandins have not
been established. The most widely used procedure is the broth dilution method
recommended by the Clinical and Laboratory Standards Institute [formerly the
National Committee for Clinical Laboratory Standards (NCCLS)] (22,84) in which
susceptibility testing is conducted in RPMI 1640 plus morpholinopropane sulfonic
acid, and the minimum inhibitory concentration (MIC) is defined as the minimum
concentration that results in 80% reduction of turbidity compared to the growth of
controls after incubation at 35�C for 48 hours. Some laboratories have suggested
variations in the test procedure, including supplementing RPMI 1640 with 2%
glucose (3,23), substituting antibiotic medium 3 (AM3) for RPMI 1640, and reading
the MIC at 24 hours instead of 48 hours (3). Unfortunately, addition of 2% glucose
leads to wider variability in the MICs (3,23), and the manufacture of AM3 is not
standardized. When susceptible fungi are exposed to echinocandins, there is a
dose-dependent alteration of fungal cell morphology starting with shortening of
hyphal elements, followed by swelling and terminal vacuolization (24) as shown
in Figure 4. Because of this unique mechanism of action by echinocandins, some
laboratories have proposed use of a susceptibility index for molds termed the
minimal effective concentration (MEC). The MEC is the lowest concentration of
echinocandin needed to produce abnormal hyphal growth after 24 or 48 hours of
incubation (25,26).

A good laboratory method should be able to produce susceptibility patterns
that have clinical relevance. If a fungal isolate from a patient is judged to be
“susceptible” by virtue of an MIC value, the implication is that a favorable clinical

FIGURE 4 Echinocandin induced morphological changes in Aspergillus and Candida species.
Differential interference contrast photomicrographs of drug-induced morphology changes in Asper-
gillus fumigatus TIMM3968 (A and B) and Candida albicans ATCC90028 (C and D). (A) saline
control after challenge for five hours; (B) 0.01mg/mL of micafungin after five-hour challenge; (C)
saline control after challenge for three hours; (D) 0.1mg/mL of micafungin after three-hour
challenge. (Bar indicates 10 mcm). Source: From Ref. 24.
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outcome is expected if that patient is adequately treated with the particular drug in
question. Conversely, if the MIC is high and the isolate is classified as “resistant”
the implication is that, Ceteris paribus, there would be an increased likelihood of
poor outcome if the patient was treated with the drug to which the isolate is
“resistant” (27). To date, MIC values for echinocandins, especially in the low
ranges, have failed to discriminate between poor and good treatment outcome.

Hernandez et al. (28) reported on the case of a patient with AIDS-associated
esophagitis caused by fluconazole-resistant C. albicans. Candida isolates were
sequentially cultured from the patient prior to the initiation of successful intrave-
nous caspofungin therapy (isolate 1) administered at a dose of 50 mg/day, during
a relapse (isolate 2), and after failure of a second caspofungin treatment (isolate 3).
The MICs of the three isogenic strains were performed using the CLSI method that
employed either RPMI 1640 or AM3 and were read after 48 hours of incubation.
The caspofungin MICs of isolates 1 and 2 were 0.25 mg/L in RPMI 1640, while
that of isolate 3 was >64 mg/L. The MICs for isolates 1 and 2 were 0.125 mg/L in
AM3, while that of isolate 3 was 0.5 mg/L. When the three isogenic strains were
used to infect mice, and the mice were then treated with caspofungin, the
minimum dose that reduced kidney fungal burden was 0.0625 mg/kg for isolate 1,
0.125 mg/kg for isolate 2, and 1 mg/kg for isolate 3. In this case, the results
suggest that MICs with either method are predictive of in vivo success of
caspofungin. On the other hand, Bartizal et al. (29) examined the MICs (CLSI
macrobroth method in RPMI 1640) of 210 Candida isolates cultured from patients
who had been treated with caspofungin. There were 14 patients with isolates that
had MIC of �4 mg/L. However, all 14 patients were successfully treated with
standard doses of caspofungin and had an outcome similar to patients infected
with “susceptible” strains. In another study, Gonzalez et al. (30) compared the
predictive value of Coccidioides immitis MICs (CLSI macrobroth method) to that of
MECs. The two isolates had MICs of 8 and 64 mg/L by the CLSI method, but
MECs of 0.125 mg/L. Despite the “high” MICs, which would have predicted
failure, caspofungin therapy resulted in 100% survival in mice infected with either
strain. Collectively, these studies indicate that the correlation of MICs to echino-
candins and therapeutic success has not been established. It is in this context that
the echinocandin susceptibility patterns of various fungi shown in Table 1 should
be viewed. In order to provide a comparison to standard antifungal compounds,
susceptibility patterns of the isolates to azoles and amphotericin B are also shown.

In general, as shown in Table 1, Candida and Aspergillus species are susceptible
to echinocandins. However, the MIC90s are high for Fusarium (>16 mg/L), Trichos-
poron beigelii (>16 mg/L), Rhizopus (>16 mg/L), and Cryptococcus (>16 mg/L) species
(4–6). Echinocandins have low MICs (range: 0.0078–0.0625 mg/L) against mycelial
forms of the endemic fungi Histoplasma capsulatum, Blastomyces dermatitidis, and C.
immitis, but high MICs (range 32–>64 mg/L) against the yeast forms (31).

Since echinocandins are highly protein bound in human serum (32–34), it
would be expected that MICs performed in media supplemented with either human
or animal serum would be higher than those obtained without serum. Bartizal et al.
(35) have demonstrated that the MIC of caspofungin to C. albicans increased from
0.06mg/mL for susceptibility studies conducted in RPMI 1640 to 0.25mg/mL when
studies were performed with 50% RPMI/50% human serum. The MICs increased
by more than eightfold when performed in 50% RPMI/50% mouse serum, com-
pared to studies conducted in RPMI 1640 alone. Louie et al. (36) determined the
MIC of caspofungin for a single C. albicans strain in RPMI 1640 and in 20% RPMI/
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80% mouse serum and found the MIC for the fungal strain was 0.2 mg/L in either
case, suggesting that protein binding had little effect on caspofungin activity. In
contrast, some scientists demonstrated an “enhanced effect” for caspofungin against
Aspergillus fumigatus by addition of as little as 5% human serum to RPMI 1640 (37).
On the other hand, increases in MIC of micafungin of 128 times for C. albicans, 256-
fold for C. glabrata, and 64-fold for A. fumigatus have been demonstrated when 4%
human serum “albumin” was added to RPMI 1640 (38). Surprisingly, anidulafun-
gin, which is apparently less protein bound than caspofungin (34), had increases in
C. albicans MICs of 8- to 32-fold in 80% human serum/20% RPMI, and four- to
eightfold in RPMI 1640 supplemented with 50 mg/L of bovine serum albumin
when compared to susceptibility studies conducted using RPMI 1640 alone (39). The
therapeutic and pharmacodynamic meaning, if any, of these findings is unclear.

MECHANISM OF RESISTANCE

Since 1,3-b-D-glucan synthesis inhibitors act by a mechanism distinct from other
antifungal therapies, there appears to be a low potential for cross-resistance with
other classes of antifungal agents (19). In a study evaluating in vitro susceptibility,
fluconazole-resistant Candida isolates demonstrated no cross-resistance to micafun-
gin (38,40). Candida strains resistant to pneumocandins have been generated in the
laboratory. CAI4R1, NR2, NR3, and NR4 are pneumocandin-resistant mutant
strains of C. albicans that were selected on agar plates containing the pneumocan-
din L-733,560. These isolates contain a mutation in fks1, a gene which encodes
subunits of glucan synthase (19). Kurtz et al. (41) have generated four independent
spontaneous C. albicans mutants also resistant to the pneumocandin L-733,560.
These mutants have glucan synthase activity that was more resistant to the effect
of echinocandin compared to that of the wild-type enzyme. The virulence of these
spontaneous mutants was unimpaired in a mouse model of candidiasis; however,
the spontaneous mutant CAI4R1 had a therapeutic response to pneumocandin
L-733,560 at lower levels than would have been predicted based on in vitro susce-
ptibility. Clinical isolates of C. albicans resistant to caspofungin have already been
isolated in a clinical situation in which a patient who was successfully treated for
esophageal candidiasis with this echinocandin developed relapse with an isolate
resistant to caspofungin (28).

CASPOFUNGIN ACETATE
Animal Pharmacokinetics
The plasma pharmacokinetics of parenterally administered caspofungin in mice,
rats, rabbits, and nonhuman primates, as reported by Sandhu et al., Hajdu et al.,
and Groll et al. (42–44), is summarized in Table 2. In mice, rats, and monkeys,
caspofungin has a multiexponential distribution, with a short t½a of 4.4 to 5.5 hours
and a longer terminal t½ of between 44.7 and 59.7 hours. Rabbit pharmacokinetics
has produced results indicative of shorter t½s, with one study reporting a t½a of
1.2� 0.2 hour and a t½b of 11.7� 8.5 hour (42) while another study reported a t½a

of 0.1� 0.0 hour, a t½b of 3.5� 0.5 hour, and a t½g of 30.9 hour (44). Hadju et al.
(43) reported a terminal t½ of 7.6� 1.0 hour in mice, somewhat similar to the
terminal t½ of 4.5 hours reported by Wiederhold et al. (45) in mice with aspergillo-
sis. However, both studies only examined pharmacokinetics up to 24 hours after
drug administration, thus ending their pharmacokinetic studies before the terminal
phase had commenced (43). The terminal t½s they reported mostly reflect a t½a.
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We have determined the “serum and kidney” concentration–time profiles of
caspofungin over a period of 96 hours in mice infected with C. albicans and analyzed
the data using a “population pharmacokinetic” approach (36). The calculated terminal
t½ was 20.2 hours when only the serum pharmacokinetic data was considered but
increased to 59.2 hours when we comodeled the serum and kidney concentration–
time data, indicating the drug resides for a very long time in the peripheral tissues.

Caspofungin distributes extensively to peripheral tissues, but the equilibra-
tion process is slow (42,43). Compared to plasma concentrations, the Cmax concen-
trations achieved in mice are 20 times higher in the liver, seven times higher in
kidneys, and two to three times higher in lungs and spleen (43). This leads to
achievement of higher area under the concentration–time curve (AUC0–24hr) in the
tissues, as exemplified by the liver in which the AUC0–24hr is 16 times greater than
in plasma (43). Caspofungin is taken up by hepatocytes, initially via rapid binding
to the cell surface, later by slow transport processes into the intracellular compart-
ment. It is then hydrolyzed to a number of inactive metabolites, designated
M0-M6. These metabolites are excreted via the fecal and urinary routes (42).

Human Pharmacokinetics
The steady-state pharmacokinetic profile of caspofungin in humans given multiple
daily doses of caspofungin (Table 3) closely follows that in animals. Caspofungin
pharmacokinetics in humans is consistent with a linear, three-compartment model
(48). Following a single intravenous infusion of a 70 mg dose to volunteers, there
is a short a-phase of six hours. At this stage, caspofungin is confined to the plasma
where 97% is bound to albumin. Therefore, its volume of distribution in the
a-phase is roughly equal to that of the albumin space (�8 L). The drug is then
gradually distributed to the extracellular fluid space, resulting in a b-phase (t½¼
8–9 hour) lasting between 6 and 48 hours. The volume of distribution increases
over the next two to three days approaching a plateau of greater than 23 L (48).
Peak caspofungin concentrations are achieved in the tissues 36 to 48 hours after
drug infusion, at which point less than 5% of the caspofungin remains in plasma.
Less than 4% of drug is excreted in urine and feces during the first two days (48).
Based on animal experiments, it is thought that extensive biotransformation starts
at this time, which heralds the terminal g-phase (t½¼ 27 hour) of about one week
in duration (documented until the lower limit of assay detection) (48). Metabolism
of the caspofungin in humans is by peptide hydrolysis and N-acetylation to
produce the biologically inactive open ring form, M0. By the fifth day, most
caspofungin in plasma has been converted to M0. M1–6 is a hydrolysis product of
M0 (48,49). Thus, the rates of urinary (2/3) and fecal (1/3) excretion of these

TABLE 2 Pharmacokinetics of Caspofungin in Mice, Rats, Rabbits, Monkeys, and Chimpanzees

Ref. Species
Dose

(mg/kg)
Clearance
(mL/min/kg) Vss (L/kg) t½a (hr) t½b (hr) AUC0–1mg*hr/L

42 Mouse 5 0.3�0.1 0.5�0.2 4.4�1.2 46.9� 2.8 296.4�67.8
42 Rat 2 0.4�0.0 0.5�0.1 5.9�0.4 59.7� 14.5 77.1�4.2
42 Rabbit 5 1.1�0.3 0.3�0.1 1.2�0.2 11.7� 8.5 82.9�21.3
44 Rabbit 6 0.7�0.1 0.4�0.0 0.1�0.0 3.5� 0.5a 158.4�15.6
42 Monkey 5 0.3�0.0 0.3�0.0 5.5�0.6 44.7� 7.2 278.3�26.1
43 Chimpanzee 0.5 0.2�0.0 0.1�0.0 6.7�2.1 – –

aReports a t½g of 30.9� 1.0 hour.
Source: From Refs. 42–44.
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products become marked after the first two days, peak at six to seven days, and
then start declining, but are still detectable for up to three weeks (48).

When the “same” dose of an antifungal drug is given to a population of
patients, it achieves “different” Cmax and clearance (and therefore t½) values in
different people. Thus, while the pharmacokinetic data are often reported in the
literature as mean values, by definition half of patients will not be able to achieve
this mean value and may be at greater risk for therapeutic failure. A more useful
data presentation is one that employs a population pharmacokinetic description.
Population pharmacokinetics describes not only the mean parameter estimates,
but also measures of dispersion, variability between- and within-subjects, and
measurement error within a patient population that has been given a particular
drug dose. This is more important in predicting therapeutic success in a popula-
tion of patients. Unfortunately, there are no published human population pharma-
cokinetic studies for caspofungin.

Pharmacodynamics of Caspofungin: Preclinical
When different doses of a drug are given to infected animals (and to humans),
there is a relationship between the dose administered and response (e.g., microbial
kill) of the fungus. This dose–response relationship is mathematically described by
the inhibitory sigmoid Emax model. The inhibitory sigmoid-Emax model is defined
by the equation:

Effect¼Econ�Emax · [C]H/([C]H + [EC–50]H)

where E is the residual fungal density (CFU/g) at the site of infection after drug
exposure, Econ is the fungal burden (CFU/g) in untreated animals, Emax is the
maximal reduction in fungal density (CFU/g) achievable with drug therapy, C is
the antifungal drug exposure intensity [i.e., dose (mg/kg), AUC/MIC, Cmax/MIC,
or T > MIC], EC–50 is the exposure intensity at which 50% of the maximal effect is
observed, and H is the slope or Hill constant. An example of an inhibitory sigmoid
Emax curve for caspofungin is shown in Figure 5, which shows the “dose-
dependent response” of C. albicans in the kidneys of immunocompetent mice
96 hours after they were treated with a single injection of various doses of
caspofungin. In this study, the Emax effect was a reduction of 2.25 log10 CFU of
C. albicans per gram of kidney tissue compared with no therapy, and the EC–50
was a dose of 0.2 mg/kg. A dose of approximately 1 mg/kg was associated with
90% of maximal effect (i.e., EC–90). The EC–90 and Emax of caspofungin achieved
in other mouse studies that examined different fungal pathogens are shown in
Table 4.

Some investigators have described a paradoxical in vitro effect in which caspo-
fungin concentrations much higher than the MIC and minimal fungicidal concentra-
tions resulted in less killing of fungi compared to lower concentrations of drug (52).
This paradoxical effect, analogous to the “Eagle effect” seen with penicillin (53), has
also been noted in mice with aspergillosis treated with caspofungin (45). The thera-
peutic meaning, if any, in humans with fungal infection is unknown.

Dose-fractionation studies are used to determine the pharmacodynamic para-
meter (Cmax/MIC ratio, AUC/MIC ratio, or Time above MIC) and hence dosing
schedule (i.e., dosing frequency) associated with optimal microbial effect. Louie et al.
(36) investigated the pharmacodynamic parameter linked with the efficacy of caspo-
fungin in a mouse model of disseminated candidiasis. In these dose-fractionation
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studies, the reductions of the fungal densities in kidneys were similar in groups of
mice that received each of the total doses of caspofungin investigated as 1, 2, or 4
equally divided doses over 96 hours. These results suggested that the pharmacody-
namic parameter linked with efficacy was the AUC/MIC ratio. However, in dose-
fractionation studies using a murine model of pulmonary aspergillosis, Wiederhold
et al. (45) suggested that the Cmax/MIC ratio was the pharmacodynamic parameter
that best predicts the efficacy of caspofungin. Andes et al. (54) reported that the
Cmax/MIC ratio was the pharmacodynamic parameter linked with efficacy for the

6

5

4

3

Lo
g 1

0 
(C

F
U

/g
m

)

2

1

0
0.01 0.1

Log10 (CFU/g) = 5.13 - (2.25 x Dose)0.751 / ((Dose)0.751 + 0.2060.751))
r2 = 0.994; p < 0.001

Control growth (AUC/MIC = 0)
was 5.07 Log10 (CFU/g)

Caspofungin pharmacodynamics
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FIGURE 5 Dose–response relationship between caspofungin and kidney fungal burden.
Abbreviations: AUC, area under the concentration–time curve; MIC, minimum inhibitory concentration.

TABLE 4 Fungal Reduction in Mice Kidneys After Treatment with Caspofungin

Mouse model
Pathogen

(no. of strains)
MIC range
(mg/L)

ED90

(mg/kg)
Emax

(log10CFU/g)

DBA/2Na Candida albicans (4) 0.125–0.25 0.003–0.02 3.66–4.69
– Candida tropicalis (3) 0.125–0.25 0.03–0.06 3.51–3.97
– Candida glabrata (2) 0.25–0.5 0.03–0.06 2.19–2.26
– Candida lusitaniae (1) 0.5 0.16 2.8
– Candida parapsilosis (1) 1.0 1.00 1.27
– Candida krusei (1) 1.0 none 0.95
ICR Aspergillus fumigatus (1) 0.25 0.49!1.0 N/A
– C. albicans (1) 0.50 0.12 4.37–4.84

N/A, not available because end point was a 28-day survival after seven days of therapy.
The ED90 were calculated using regression analysis.
aDay 7 sacrifice after daily intraperitoneal treatment for four days starting half an hour after infection.
Abbreviation: Q6MIC, minimum inhibitory concentration.
Source: From Refs. 50,51.
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echinocandin HMA 3270 in a neutropenic model of systemic candidiasis. Impor-
tantly, for antibiotics in which the AUC/MIC ratio is the pharmacodynamic para-
meter linked with efficacy, the antimicrobial effect is similar regardless of whether
the cumulative dose is given as a single dose or as multiple equally divided
doses per day. Thus, all of the cited dose-fractionation studies suggest that the
administration of caspofungin as a single daily infusion (rather than multiple
infusions each day) would optimize treatment efficacy while minimizing health
provider manpower needs and patient inconvenience.

Pharmacokinetic studies in mice infected with C. albicans demonstrate that
caspofungin remains in many tissues, including the kidney, longer than in serum
(36). However, it has been suggested that measuring total concentrations of drug
in tissue homogenates may have little meaning for extracellular pathogens (48)
such as Candida species. To test this hypothesis, Louie et al. (55) developed an in
vivo bioassay to determine the effect of caspofungin at the site of infection in the
kidney of mice with systemic candidiasis. These investigators measured the
concentrations of caspofungin in the serum and homogenates of kidney collected
from mice that were treated with 0.4 mg/kg of caspofungin (which produced 50%
of maximal microbial effect in a dose-range study) and found that the concentra-
tions in the serum at 24, 48, and 72 hours after drug administration were 0.17,
0.05, and 0.03 mg/L, respectively. At these time points, the concentrations of
caspofungin in the kidneys of these mice were 1.26, 0.58, and 0.13 mg/L, respec-
tively. Mice inoculated with C. albicans at the 48-hour time point (>24 hour after
serum concentrations fell below the fungal isolate's MIC of 0.2 mg/L) had a
significant reduction in the fungal densities in their kidneys 24 hours later versus
growth of fungi in the kidneys of untreated controls. The in vivo bioassay shows
that “therapeutic” concentrations of caspofungin persist “at the site of infection”
in kidney tissue well after serum concentrations fall below the MIC, underscoring
the primacy of caspofungin levels in tissues in determining treatment outcome.

Important in determining the most appropriate frequency of administration
of a drug is the duration of time a drug dose maintains therapeutic drug
concentrations at the infection site. Another important factor is the duration of
postantibiotic effect. Postantibiotic effect is the length of time that a drug main-
tains microbial growth inhibition after the drug falls below the MIC of the
infecting pathogen. Ernst et al. (56) incubated two C. albicans isolates with different
concentrations of caspofungin for one hour before washing away the drug and
found that the postantifungal effect of caspofungin was concentration dependent.
For each Candida strain, concentrations below the MICs had no postantifungal
effect. However, the postantifungal effect for concentrations of �1 · MIC was
more than 12 hours. The postantifungal effect was maintained when the fungal
isolates were incubated with caspofungin for as little as 0.25 hours. Louie et al.
(36) also demonstrated that the postantifungal effect of caspofungin was concen-
tration-dependent. The postantifungal effects after incubating a C. albicans isolate
with 0.25·, 0.5·, 1·, and 5· MIC for three hours were 2, 4, 7, and 14 hours,
respectively. In contrast, Manavathu et al. (57) reported that caspofungin did not
exhibit a postantifungal effect against A. fumigatus.

Pharmacodynamics in Human Patients
Caspofungin pharmacodynamics was examined in a recent analysis that compared
effect of different caspofungin concentrations to efficacy in human patients with
candidiasis and aspergillosis (32). Exposures such as AUC0–24hr, C1hr (which
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approximate Cmax), and C24hr (which approximates trough in multiple dosing
regimens) were examined in relationship to clinical response in patients who
received 35, 50, and 70 mg/day of caspofungin for the treatment of esophageal
candidiasis. The odds ratio for therapeutic success increased 3.48 times for every
2.72-fold increase in C24hr (32). In addition, AUC0–24hr was also marginally predic-
tive of success. However, because of the design of the study, C1hr, C24hr, and AUC0–

24hr directly covaried, which meant that if C24hr was associated with therapeutic
success, C1hr, and AUC0–24hr would also be associated with success. Given that the
MIC90 (CLSI method using RPMI 1640) of the Candida isolate cultured from the
patients was 1 mg/L (58–60), we calculate (based on Table 3) that the correspond-
ing AUC0–24hr/MIC that were studied were approximately 55, 87, and 130. It is
unclear where the doses that were studied are on the dose–response curve,
although given the linear relationship between the odds ratio of success and C24hr it
would be reasonable to assume that the exposure range was on the steep portion of
the sigmoid Emax curve. Nevertheless, it is intriguing that if the exposures studied
in humans are loosely compared to those achieved in our murine dose–response
study (Fig. 5), the same AUC/MIC ratios noted would also fall between EC20 and
EC–90 on the steep portion of the dose–response curve. With regards to aspergillo-
sis, however, there was no obvious dose–response relationship between caspofun-
gin concentrations and clinical resolution of aspergillosis. The reasons for this are
unclear. A potential explanation may be that the caspofungin doses studied achieve
lung tissue concentrations on the maximal effect portion of the dose–response
curve. Additional studies are needed.

MICAFUNGIN
Animal Pharmacokinetics
Similar to caspofungin, micafungin is poorly absorbed by the gastrointestinal tract.
Single-dose pharmacokinetics of parenterally administered micafungin was deter-
mined in mice, rats, and dogs at doses of 0.32, 1.0, and 3.2 mg/kg (Table 5) (61). In
all species, micafungin plasma concentrations declined bioexponentially with short
a-phases of about 0.5 hours duration and longer b-phases, with a terminal
elimination t½ of approximately four to six hours. In all species, the AUC0–1 of
micafungin increased in proportion to the dose administered. Total clearance was
approximately 1 mL/min/kg at all doses. A volume of distribution at a steady
state of 0.38–0.56 L/kg was calculated for mice and rats, whereas it was 0.23–
0.38 L/kg for dogs. No gender differences were observed. In rats, dosing rate had
no effect on the plasma concentration–time profile of micafungin. The mean plasma
concentration at five minutes after intravenous bolus injection was 2.92 mg/L while
it was 2.10 mg/L at the end of the one-hour intravenous infusion. There were no
differences in the mean AUC0–1 or t½ between the two methods of administration.
In dogs, the plasma micafungin concentration–time profiles were also similar when
administered by intravenous bolus or one-hour infusion. There were no substantial
differences in calculated AUC0–1 or t½ between the two methods of administration.
The mean plasma concentration at five minutes after intravenous bolus injection
was 5.37� 0.21 mg/L and the mean plasma concentration following the one-hour
infusion was 3.76� 0.47 mg/L. In our study of neutropenic mice with disseminated
C. glabrata infection, population pharmacokinetic analysis for single doses of
micafungin ranging between 0.3 and 3 mg/kg revealed a mean serum clearance of
0.7� 0.07 mL/min/kg, while the serum terminal t½ was 6.7 hours (62).
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Human Pharmacokinetics
When 25, 50, and 75 mg of micafungin were administered by intravenous infusion
to healthy human adult volunteers over 30 minutes or 150 mg over one hour, the
AUCs of the unchanged compound increased in proportion to the doses (Fig. 6
and Table 6) (63). Plasma concentrations reached a maximum at completion of
administration and the mean elimination t½ was 13.9� 1.0 hours. When 75 mg of
micafungin was administered by intravenous infusion to healthy adult volunteers
over 30 minutes once daily for seven days, plasma concentrations reached a steady
state on day 4 (63). Cmax and the elimination t½ at the final administration were
10.87 mg/L and 14.0 hours, respectively.

No formal population pharmacokinetic study for micafungin administered
to patients with fungal infections has been published. However, when 50 mg of
micafungin was administered by intravenous infusion over an hour to elderly
volunteers 66 to 78 years of age and nonelderly volunteers 20 to 24 years of age,
plasma concentrations of the unchanged compound showed a similar time–course
profile in both the elderly group and the nonelderly group. There were no
differences in Cmax, AUC0–1, t½, and protein binding rate in either group (64).

Pharmacodynamics of Micafungin: Preclinical
The efficacy of micafungin was evaluated in granulocytopenic mouse models of
disseminated candidiasis and pulmonary aspergillosis (62,65–68). In candidiasis
caused by C. albicans, C. glabrata, Candida tropicalis, C. krusei, Candida parapsilosis,
and C. guilliermondii, micafungin exhibited 50% effective doses (ED50s) in the range
of 0.14 to 1.61 mg/kg (68). In pulmonary aspergillosis caused by A. fumigatus,
micafungin exhibited ED50s in the range of 0.26 to 0.45 mg/kg 15 days after
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FIGURE 6 Plasma concentrations (mean� standard deviation) after single intravenous infusion
of 25, 50, 75, and 150mg micafungin. Source: From Ref. 63.
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infection (67). These results indicate that micafungin is a potent parenteral ther-
apeutic agent for disseminated candidiasis and pulmonary aspergillosis in granulo-
cytopenic mice.

The minimum effective plasma concentrations (MEPCs) of micafungin
against mouse disseminated candidiasis and pulmonary aspergillosis were deter-
mined in mouse continuous infusion models using a miniosmotic pump (69). The
activity of micafungin was evaluated in a disseminated candidiasis and pulmon-
ary aspergillosis target organ assay, in order to determine the MEPC. Immunosup-
pressed mice were challenged intravenously with C. albicans or intranasally with
A. fumigatus and treated with various concentrations of micafungin infused
continuously, via a subcutaneously implanted pump. Efficacy was evaluated on
the basis of a comparison of the mean log10 CFU/g in kidneys or lungs in groups
treated with micafungin and in control groups, five days postinfection. These
continuous infusion studies demonstrate an exposure-dependent effect for both
Candida and Aspergillus infections (Tables 7 and 8). The estimated MEPCs of
micafungin were 0.16 to 0.26 mg/L and 0.55 to 0.80 mg/L in mouse candidiasis
and aspergillosis, respectively.

In vitro, micafungin demonstrates a concentration-dependent postantifungal
effect against Candida species that ranged from 0 to �20.1 hours (70). The post-
antifungal effect was strain-dependent. Gumbo et al. (62) reported that micafungin
has a long in vivo persistent effect against C. glabrata. Mice treated with a single
3 mg/kg micafungin dose showed persistent inhibition of kidney fungal growth for
three days after micafungin kidney concentrations had fallen below the MIC of the
C. glabrata isolate, while those treated with a single dose of 30 mg/kg revealed
persistent inhibition of fungal growth in kidneys for five days after kidney drug
concentrations had declined below the MIC of the fungal strain. This may allow for
the study of intermittent micafungin dosing regimens in the treatment of dissemi-
nated candidiasis. The postantifungal effect of micafungin for Aspergillus species
has not been reported.

Pharmacodynamics in Human Patients
In human clinical trials of HIV-infected patients with esophageal candidiasis,
12.5 mg/day (serum AUC0–1 of 17 mg*hr/L) was associated with 80% clinical
success, 25 mg/day (serum AUC 34 mg*hr/L) with 90% success, and 50 mg/day
(AUC � 74 mg*hr/L) with 100% success (71). This shows that micafungin has a
dose-dependent effect in esophageal Candida infection in humans.

TABLE 6 Pharmacokinetic Parameters (Mean�Standard Deviation) of Single-Dose Micafungin
in Humans

Dose (mg) No. of
subjects

Tmax

(hr)
Cmax

(mg/L)
AUC0–1
(mg*hr/L)

Terminal t½
(hr)

25 6 0.5�0 2.52� 0.28 34.3�5.8 14.0�1.2
50 6 0.5�0 5.23� 0.38 74.3�6.2 14.2�1.2
75 6 0.5�0 7.90� 1.35 106.5�13.4 13.3�0.7
150 5 1.0�0 14.30� 1.31 216.6�23.1 14.0�0.9
25–150 23 NC NC NC 13.9�1.0

Abbreviation: NC, not calculated.
Source: From Ref. 63.
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ANIDULAFUNGIN
Animal Pharmacokinetics
Pharmacokinetic studies of anidulafungin in animals have been published for rabbits
(34,72,73), but not for other animals. In “noninfected” neutropenic rabbits, anidula-
fungin plasma concentration–time profiles exhibit multiexponential decline. There is
a rapid a-phase (initial distribution) of less than two hours duration (t½¼ 0.2–0.3
hour), a slower b-phase (distribution-elimination) of �24 hours (t½¼ 3.0–6.6 hour),
and a g-phase (duration dependent on dose) with a terminal t½ of 9.8 to 17.6 hours
(73). Clearance was constant and was between 0.07 and 0.12 L/hr/kg. With multiple
daily dosing of anidulafungin, the trough concentrations in the liver, lung, spleen,
and kidney were at least 32, 43, 21, and 17 times higher, respectively, than those
measured in plasma. In noninfected rabbits, there was a linear relationship between

TABLE 8 Effect of Continuous Infusion of Micafungin on Mouse Lung Fungal Titers After Five
Days of Therapy in a Model of Pulmonary Aspergillosis

Concentration of micafungin
injected into pump (mg/mL)

Plasma concentration
(mg/L: mean�SE)

Viable count
(log10 CFU/lung�SE)

Control – 3.99�0.18
0.5 0.23�0.04 3.71�0.22
1 0.55�0.13 2.82�0.22
2 0.91�0.19 2.14�0.35a

4 1.55�0.17 1.71�0.29a

Mice: ICR strain, male, five weeks old, five mice per group. Hydrocortisone was subcutaneously administered at
100mg/kg, one day before and one day after infection.
Infection: Aspergillus fumigatus TIMM0063 was suspended in physiological saline and injected intranasally
(6.0 ·104 CFU).
Treatment: ALZET miniosmotic pump filled with micafungin or saline (control group) was implanted subcuta-
neously in mice after infection.
Note: Values below the lower limit of quantification (0.05mg/L) were recorded as 0.05mg/L.
aSignificantly (p < 0.05) different from the control (one-ay layout analysis of variance and Dunnett's multiple
comparison)
Abbreviation: SE, standard error.
Source: From Ref. 69.

TABLE 7 Effect of Continuous Infusion of Micafungin on Kidney Fungal Titers After Five Days of
Therapy in a Mouse Model of Disseminated Candidiasis

Concentration of micafungin
injected into pump (mg/mL)

Plasma concentration
(mg/L: mean�SE)

Viable count
(log10 CFU/kidney�SE)

Control – 6.36�0.02
0.125 0.15 6.30�0.13
0.25 0.16� 0.01 3.81�0.34a

0.5 0.26� 0.04 2.77�0.42a

1 0.37� 0.04 <1.00
Mice: ICR strain, male, five weeks old, five mice per group. Hydrocortisone was subcutaneously administered at
100mg/kg at one day before and one day after infection.
Infection: Candida albicans FP633 was suspended in physiological saline and injected intravenously (9.2· 104

CFU).
Treatment: ALZET miniosmotic pump filled with micafungin or saline (control group) was implanted subcuta-
neously in mice after infection.
Note: Values below the lower limit of quantification (0.05mg/L) were recorded as 0.05mg/L.
aSignificantly (p < 0.01) different from the control (one way layout analysis of variance and Dunnett's multiple
comparison).
Abbreviation: SE, standard error.
Source: From Ref. 69.
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plasma Cmax, AUC0–1, and dose. However, pharmacokinetic studies in rabbits with
life-threatening disseminated candidiasis revealed a reduction in clearance of anidu-
lafungin in these animals to between 0.05 and 0.08 L/hr/kg, and a smaller volume
of distribution, which was significantly lower than in “healthy” animals. Conse-
quently, infected animals achieved higher AUCs than noninfected animals receiving
the same doses. Furthermore, doses between 0.1 and 1 mg/kg produced nonlinear
kinetics in infected rabbits (73).

Human Pharmacokinetics
Data on human pharmacokinetics of anidulafungin are scant and have been
mostly published in abstract form (74–78). The data are therefore incomplete and
do not allow a proper examination of the methods employed. The data are
summarized in Table 9. Cmax and AUC increased linearly with dose (74,78).
Metabolism of anidulafungin does not rely upon hepatic microsomal enzyme
biotransformation. Nonenzymatic chemical degradation leads to opening of the
ring to produce a linear peptide, which in turn is degraded in plasma by
nonspecific peptidases. In fact, in patients with severe hepatic dysfunction, there is
some increase in clearance of drug (Table 9) (76), although mechanisms to explain
this are unclear. Renal dysfunction has no effect on metabolism or elimination of
the drug. While the plasma t½ of anidulafungin is approximately one day, that of
its metabolites is five days (77). The entire dose of anidulafungin is eliminated via
fecal excretion, 10% as parent drug and 90% as degradants (77). There is thus no
need for dose adjustment in patients with renal failure, with hepatic dysfunction.

Human Population pharmacokinetics
The population pharmacokinetics of anidulafungin has been studied in 129
patients who were being treated for esophageal candidiasis, 87 patients being
treated for invasive candidiasis, seven patients being treated for invasive aspergil-
losis, and two with azole refractory mucosal candidiasis (79). This represents a
good mix of patients for whom anidulafungin is likely to be used. Anidulafungin
was administered as daily infusions in three doses: 50, 75, and 100 mg. Steady-
state concentrations were analyzed using a mixed effects model. The data best fit a
two-compartment model with first-order elimination. Clearance of anidulafungin
increased with body weight, diagnosis of invasive candidiasis, and male gender.
The percentage relative standard error for weight on clearance was 27% while it
was 25% for gender on clearance. In addition, central volume of distribution
increased with weight. However, the covariates explained only 20% of the

TABLE 9 Pharmacokinetics of Single-Dose Anidulafungin in Humans

Patient population
(no. of patients)

Intravenous
dose (mg/day)

Cmax

(mg/L)
AUC0–1
(mg*hr/L)

Clearance
(L/hr)

Terminal
t½ (hr)

Mild hepatic impairment (6) 50 2.2 (0.3) – 0.9 (0.2) 34.0(2.5)
Severe hepatic impairment (5) 50 1.6 (0.4) 42.4 (9.9) 1.23 (0.3) –

Creatinine clearance
<30 mL/min (6)

50 2.3 (0.5) 54.2 (10.9) 1.0 (0.2) –

Healthy volunteers (8) 50 2.1 (0.2) 51.0 (5.0) 1.0 (0.1) –

Healthy volunteers (9) 90 4.1 (14.1) 102.2 (13.6) – 27.7 (8.4)

Abbreviation: AUC, area under the concentration–time curve.
Source: From Refs 74–78.
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intersubject variability in clearance. The magnitude of intersubject variability in
patients who receive 50, 75, and 100 mg of anidulafungin is therefore small and
may thus be of limited clinical relevance.

Pharmacodynamics of Anidulafungin: Preclinical
Petraitis et al. (80) have examined the concentration–response relationships of
anidulafungin in a rabbit model of esophageal candidiasis. The relationship
between esophageal fungal burden and plasma concentration was described by an
inhibitory sigmoid Emax equation. Inspection of their data reveals that concentra-
tions between 8 and 10 mg/L were associated with maximal effect. Unfortunately,
the drug concentrations that were measured were a single concentration two hours
after administration of the anidulafungin, which makes it difficult to calculate the
precise Cmax and AUC achieved.

The pharmacodynamic parameters associated with optimal anidulafungin
effect have been investigated in rabbits with disseminated candidiasis and invasive
aspergillosis (73). Studies using a rabbit model of disseminated candidiasis revealed a
dose–response relationship with maximal effect seen in animals that achieved a Cmax
of 1.95 mg/L and an AUC0–24hr of 8.25 mg*hr/L. The Candida isolate studied had an
MIC (CLSI method but using AM 3) of 0.015 mg/L and a minimum fungicidal
concentration of 0.25 mg/L, which means the effective AUC0–24/MIC ratio was 550.
Unfortunately, the study could not identify the pharmacodynamic parameter [Cmax/
minimum fungicidal concentration (MFC), AUC/MFC or T>MFC] linked to efficacy;
the coefficient of determination between effect and pharmacodynamic parameter was
similar and between 0.77 and 0.82 in the Candida infection model. Furthermore, the
study in pulmonary aspergillosis failed to demonstrate a relationship between either
plasma or tissue drug exposure and response as measured by quantitative cultures of
lung fungal burden, measure of tissue injury, or survival (73). Gumbo et al. (81,82)
examined the pharmacodynamics of anidulafungin in a neutropenic mouse model of
disseminated candidiasis. The plasma pharmacokinetics in animals that we treated
with escalating anidulafungin doses revealed that there was a linear relationship
between Cmax and AUC0–1 and a mean serum terminal t½ of 21.6 hours (�4.6).
Pharmacodynamic studies conducted over 96 hours revealed a dose–response effect
defined by an inhibitory sigmoid Emax curve whose parameters included an EC–50
(AUC0–96hr/MIC) of 642. Exposures beyond the EC–50 were associated with persis-
tent antifungal effect that lasted more than four days. These in vivo results are
consistent with the in vitro postantifungal effect of anidulafungin (56), although
persistent tissue concentrations may also play an important role. Taken together,
these pharmacodynamic studies, in conjunction with human pharmacokinetics of
anidulafungin and the MIC90 of most Candida species isolates, suggest that doses of
anidulafungin of above 50 mg a day are likely to achieve good microbiological
outcome. However the dosing frequency associated with optimizing drug effect has
not yet been established and await dose-fractionation studies.

Human Pharmacodynamics
Dowell et al. (83) examined clinical data from four studies of human patients with
esophageal candidiasis who had been treated with a total of eight different daily
doses of anidulafungin. Outcome was defined as clinical resolution of the esopha-
geal candidiasis. There was a sigmoid Emax response when outcome was
plotted against anidulafungin exposures. Good outcome was associated with a
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steady-state AUC of >35 mg*hr/L (equivalent to a trough concentration >1.5 mg/
L) (83). It is unclear what the anidulafungin MIC distribution was among the
Candida isolates causing disease among these patients. Nevertheless, it is interest-
ing to compare these results to findings in published animal studies (34,73), in
which the maximal effect of anidulafungin in rabbits was associated with an
AUC0–1 (per our calculations) of between 29 and 36 mg*hr/L. We would like to
point out that while the animal and human data show remarkable concordance,
the final pharmacodynamic target value would need to take into account the MICs
of Candida isolates in both studies, so that an AUC/MIC ratio that may be used as
a therapeutic target can be calculated.

THERAPEUTIC USES AND APPROVED INDICATIONS FOR ECHINOCANDINS

Caspofungin has been approved by the Food and Drug Administration (FDA) as
an empirical therapy for presumed fungal infections in febrile, neutropenic
patients; treatment of candidemia; treatment of intra-abdominal abscesses, perito-
nitis, and pleural space infections due to Candida species; for esophageal candidia-
sis; and for treatment of invasive aspergillosis in patients who are refractory to or
intolerant of polyene or azole therapy. It is administered as an intravenous dose of
70 mg on the first day, followed by 50 mg each day for the duration of therapy.
Micafungin has been approved in Japan for the treatment of fungemia, respiratory
mycosis, and gastrointestinal mycosis caused by Aspergillus spp. and Candida spp.
For aspergillosis, the usual single daily dose is 50 to 150 mg of micafungin and this
drug should be infused intravenously once daily. The dosage can be increased
according to the patient's condition for severe or refractory aspergillosis up to
300 mg/day. For candidiasis, the standard single daily dose is 50 mg of micafungin
and this drug should be infused intravenously once daily. The dosage can be
increased according to the patient's condition for severe or refractory candidiasis
up to 300 mg/day. Anidulafungin is being considered by the FDA for treatment of
esophageal candidiasis. In the United States micafungin is FDA-approved for the
treatment of esophageal candidasis and for prophylaxis of Candida infections in
patients undergoing hematopoietic stem cell transplantation. For esophageal can-
didiasis, the FDA-approved dose is 150 mg/day. For prophylaxis of Candida
infections, the FDA-approved dose is 50 mg/day. Anidulafungin is approved by
the FDA for treatment of candidemia, esophageal candidiasis, and other forms of
Candida infections (i.e., intraabdominal abscess and peritonitis. Anidulafungin is
administered as a 200 mg loading dose followed by 100 mg/day thereafter.
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INTRODUCTION/BRIEF HISTORY OF ANTIMALARIAL AGENTS

Malaria is the most important parasitic infection of man. Plasmodium falciparum is
estimated to kill over a million people each year. Most of these deaths occur in
African children. Mortality is rising—directly as a result of drug resistance. The
naturally occurring ancient antimalarials, qinghaosu (artemisinin) and quinine
(from Cinchona bark), have been used to treat fever since at least AD 340 and 1631,
respectively (1,2). These two plant-derived medicines remain the mainstay of treat-
ment for severe malaria to this day having survived over decades that have seen
synthetic antimalarials come and then fall to resistance (Fig. 1). The first synthetic
antimalarial, the 8-aminoquinoline pamaquine, was discovered in 1926, followed in
the next decade by mepacrine (1932) and chloroquine (CQ) (1934). The discovery of
the antifols, proguanil (1945), pyrimethamine (1952), and the 4-aminoquinoline
amodiaquine (AQ) (1952) coincided with a global initiative by the newly formed
World Health Organisation to eradicate malaria. Research stimulated by the conflict
in Vietnam led to the discovery of mefloquine and halofantrine by the Walter Reed
Army Institute of Research in the United States. Mefloquine was ready for use in
1977 but was not deployed in an endemic area until 1984 (3). This was followed by
a hiatus in antimalarial drug development in the West despite the emergence and
spread of CQ and antifol resistance in Asia and South America. In 1979, Chinese
scientists reported the discovery, chemical structure, and antimalarial activity in
vitro and in vivo of a plant-derived compound qinghaosu (artemisinin) with an
entirely novel chemical structure. They then described the subsequent synthesis of
more active derivatives artesunate, artemether, arteether (artemotil), and dihydroar-
temisinin (DHA) (4,5). Use of one of these compounds in combination with another
antimalarial with a different mechanism of action [(artemisinin combination treat-
ment (ACT)] is now the preferred treatment strategy in areas where multiple drug
resistance is established (6). Indeed the World Health Organisation now recom-
mends that any country changing antimalarial drug policy should switch to an
ACT. In the last 10 years, there has been renewed interest in antimalarial drug
development as part of global initiatives to alleviate the major diseases of poverty,
and realization of the enormous health and economic consequences of antimalarial
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drug resistance. New antimalarials developed include several compounds, e.g.,
lumefantrine, naphthoquine, and pyronaridine discovered and manufactured in
China. Lumefantrine is available only in a fixed combination with artemether. New
combinations of older drugs have also been introduced, e.g., atovaquone-proguanil,
chlorproguanil-dapsone, and DHA-piperaquine.

Antimalarials may be categorized into five broad groups: the arylaminoalco-
hols and related compounds (quinine, quinidine, CQ, AQ, mefloquine, halofan-
trine, lumefantrine, piperaquine, pyronaridine, primaquine, and tafenoquine); the
antifols (pyrimethamine, proguanil, chlorproguanil, and trimethoprim); the artemi-
sinin derivatives (artemisinin, DHA, artemether, artemotil, and artesunate); hydro-
xynaphthaquinones (atovaquone); and antibacterial drugs with antimalarial
activity (clindamycin, tetracyclines, and azithromycin). These drugs exhibit con-
siderable differences in pharmacokinetic (PK) properties with terminal elimination
half-lives which vary between less than one hour and more than one month.
Several compounds are lipophilic and hydrophobic and very variably absorbed.
All drugs exert their maximum effects on the blood stage parasite at the mature
trophozoite stage, but this activity varies in terms of parasite killing from a
fractional reduction in parasite densities of 10- to 10,000-fold per asexual cycle.
The asexual cycle is one day for Plasmodium knowlesi, two days for P. falciparum,
Plasmodium vivax, and Plasmodium ovale, and three days for Plasmodium malariae.

Mechanism of Action
The antimalarial drugs kill asexual stages of all parasites and the sexual stages of
P. vivax, P. malariae, and P. ovale. With the exception of the 8-aminoquinolines and
the artemisinin derivatives, they do not affect the sexual stages (gametocytes) of
P. falciparum. The 8-aminoquinolines and hydroxynaphthaquinones inhibit the liver
stages (hepatic schizonts) of the parasite life cycle. Only the 8-aminoquinolines kill
the persistent liver stages (hypnozoites) of P. vivax and P. ovale.

Arylaminoalcohols
4-Aminoquinolines (CQ and AQ)
CQ is a weak base, which is concentrated within the parasite food vacuole. The
parasite digests hemoglobin-producing toxic heme, which is polymerized (stacked
in dimers) to form the relatively inert hemozoin or malaria pigment. CQ binds to
ferriprotoporphyrin IX (ferric haem), a product of hemoglobin degradation,

 AD340 Qinghaosu

 1631 Quinine

 1930s Pamaquine, mepacrine, chloroquine

 1940s Proguanil

 1960s Sulfadoxine-pyrimethamine

 1970s Mefloquine, artemisinin derivatives

 1980s Halofantrine

 1990s Artemether-lumefantrine, atovaquone-proguanil

 2000s Chlorproguanil-dapsone, dihydroartemisinin-piperaquine FIGURE 1 Antimalarial drug
discovery/development.

380 Ashley and White



thereby chemically inhibiting haem dimerization. Inhibition of this process pro-
vides a plausible although not proven explanation for the selective antimalarial
action of CQ and probably the other aminoquinolines. CQ also competitively
inhibits glutathione-mediated haem degradation, another parasite detoxification
pathway. AQ and the closely related amopyroquine are Mannich base 4-aminoqui-
nolines. AQ is almost entirely metabolized to a biologically active metabolite
desethylamodiaquine (DAQ) (7–9).

Piperaquine is a bisquinoline compound related to CQ and other 4-amino-
quinolines. It was synthesized and developed by Chinese scientists about 30 years
ago and has been used as first-line treatment for CQ-resistant falciparum malaria
in China although not elsewhere. The analogues hydroxypiperaquine and hydro-
xypiperaquine phosphate have also been tested in field studies in China with good
results. Piperaquine base (phosphate) is now available in a fixed combination
with DHA (and also sometimes trimethoprim and primaquine) (10). AQ is more
active than CQ against resistant parasites, but piperaquine retains activity against
highly CQ- and AQ-resistant P. falciparum. The reason for these differences
in activity is not known. No major differences in pharmacodynamic properties
among these compounds have been demonstrated.

8-Aminoquinolines (Primaquine and Tafenoquine)
Although structurally related to the 4-aminoquinolines, the activity of these drugs
is different. They have very weak asexual stage activity against P. falciparum, but
unlike other antimalarials they have potent sexual stage (gametocytocidal) activity.
Against P. vivax, P. malariae, and P. ovale, these compounds have significant
asexual stage activity (albeit weaker than CQ), and they also kill the hypnozoites
of P. vivax and P. ovale (radical curative activity). The mechanism of action of
primaquine (and metabolites) has not been characterized, although it may interfere
with the function of plasmodium DNA rather than interference with hemoglobin
degradation. Tafenoquine possesses greater activity against both the blood and
liver stages of malaria than primaquine (11).

Cinchona Alkaloids (Quinine and Quinidine)
Quinine is derived from the bark of the Cinchona tree and usually formulated as
the dihydrochloride salt for parenteral administration, and as the sulphate, bisul-
phate, dihydrochloride, ethylcarbonate, hydrochloride, or hydrobromide salts for
oral administration. Quinine also inhibits haem detoxification in vitro suggesting
it has a similar final mechanism of action to CQ. Quinidine is the dextrorotatory
diastereoisomer of quinine. It is intrinsically more active as an antimalarial, but it
is also more cardiotoxic (12).

Mefloquine
Mefloquine is a fluorinated 4-quinoline methanol compound used for the treatment
of multidrug-resistant falciparum malaria. It has two asymmetric carbon atoms and
is used clinically as a 50:50 racemic mixture of the erythroisomers. Mefloquine also
seems to target the parasite food vacuole. The precise mechanism of action is
unclear, although it probably also involves inhibition of haem detoxification. It has
also been suggested that there is a hydrogen bond formation between mefloquine
and a cellular effector or transport proteins (13).
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Halofantrine
Halofantrine is a 9-phenanthrene methanol. It has one asymmetric carbon atom
and is used as a racemate. The enantiomers have equal antimalarial activity.
Halofantrine has a similar mechanism of action to but is intrinsically more potent
than quinine or mefloquine. Unfortunately it is associated with rare but potentially
lethal ventricular tachycardias, which have curtailed its use.

Lumefantrine
Formerly called benflumetol, lumefantrine was developed by Chinese scientists.
It is a racemic 2,4,7,9-substituted fluorine derivative, thought to have a similar
mechanism of action to the other arylaminoalcohols. Lumefantrine is available only
in a fixed tablet combination with artemether. Each tablet contains artemether
20 mg and lumefantrine 120 mg. The two compounds are moderately synergistic in
vitro against P. falciparum (14).

Quinine, mefloquine, halofantrine, and lumefantrine have very different
PK properties but their pharmacodynamic properties are similar.

Pyronaridine
An acridine-type (benzonaphthyridine) Mannich base compound related to AQ,
which was developed in China in 1970. It is more active than AQ against resistant
parasites (15). It is being produced in a fixed combination with artesunate.

Antifols (Pyrimethamine, Cycloguanil, Chlorcycloguanil, and Trimethoprim)
These drugs exert their antimalarial effect via the inhibition of folate biosynthesis,
essential for pyrimidine synthesis and consequently DNA replication. Pyrimetha-
mine acts by inhibiting plasmodial dihydrofolate reductase (DHFR) while the
sulpha drugs, with which they are combined, inhibit dihydropteroate synthase
(DHPS), sequential key enzymes in the folate biosynthetic pathway. There is
marked synergy between the two classes of compound used in combination. The
biguanide antifols, proguanil and chlorproguanil, act as prodrugs for the active
triazine metabolites cycloguanil and chlorcycloguanil, which also inhibit DHFR.
Chlorproguanil-dapsone (Lapdap�) is the latest addition to this class and is more
effective than the very widely used sulfadoxine-pyrimethamine (SP) against
P. falciparum in Africa.

Qinghaosu
Qinghaosu or artemisinin is a sesquiterpene lactone peroxide extracted from the
leaves of the sweet wormwood plant Artemisia annua (Qinghao). Four derivatives
are used widely: the water-soluble hemisuccinate derivative artesunate, the oil-
soluble ethers; the methyl ether artemether, the ethyl ether artemotil (arteether),
and their common main metabolite DHA. DHA is 5 to 10 times more potent as
an antimalarial compared with artemisinin. How these antimalarials exert their
effect is not entirely clear. Parasiticidal activity is dependent on the integrity of the
peroxide bridge. Carbon-centered free radicals are produced following the non-
haem iron catalyzed cleavage of the endoperoxide bridge in the parasite food
vacuole. It was thought that these might alkylate critical proteins (16). Recently,
the artemisinin compounds have been shown to be specific and potent inhibitors
of the sarcoplasmic reticulum Ca2+-ATPase (SERCA) or PfATPase 6 outside the
parasite food vacuole following activation by iron (17).
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Atovaquone-Proguanil (MalaroneTM)
Atovaquone is a hydroxynaphthoquinone compound, which acts on the ubiqui-
none metabolic pathway thereby inhibiting mitochondrial cytochrome electron
transport and thus cellular respiration (18). Proguanil may have a similar site of
action. The two compounds are synergistic in vitro. Originally atovaquone was
developed to be used alone, but high-level resistance developed rapidly in
approximately one-third of treated patients. Interestingly it is the parent com-
pound proguanil, which is the important synergistic contributor to antimalarial
efficacy in this fixed combination, rather than the antifol triazine metabolite, as
atovaquone-proguanil is equally effective against highly antifol-resistant parasites,
and also in individuals with low CYP2C19 activity who are unable to convert
proguanil to cycloguanil.

Antibacterial Agents
The antibacterials, which act on protein or nucleic acid synthesis, often have
significant antimalarial activity, but low parasite-killing rates. The antifol trimetho-
prim has good antimalarial activity and shares resistance profiles with pyrimetha-
mine. The tetracyclines are consistently active against all species of malaria, with
doxycycline being the most widely used. Clindamycin is equally active. The
macrolides are active in vitro but are generally disappointing in vivo, with the
exception of azithromycin, which has been evaluated in prophylaxis and treat-
ment. Other drugs affecting protein or nucleic acid synthesis, e.g., chloramphenicol
and rifampicin exhibit weak antimalarial activity. These drugs all act relatively
slowly and are therefore used in combination with more rapidly acting agents,
e.g., clindamycin or doxycycline is used in combination with quinine or artesunate
in the treatment of resistant falciparum malaria. They should not be used alone.
The main disadvantage of drug combinations containing an antibiotic is the need
to give seven days of treatment (19).

New Drug Targets
Several new drug targets are under investigation. These include P. falciparum
protein farnesyltransferase, a key enzyme in parasite isoprenoid biosynthesis and
1-deoxy-d-xylulose-5-phosphate (DOXP) reductoisomerase, which is inhibited by
the antibiotic fosmidomycin (20).

SUMMARY OF SPECTRUM OF MICROBIOLOGICAL ACTIVITY

There are two discrete components of antimalarial activity, one of which is
analogous to the spectrum of antibiotic activity; this is the variation in activity
against different parasites, particularly P. falciparum from different geographic
regions. The other does not have an antibacterial correlate; this is the relative
activity against the different stages of development in the asexual life cycle and is
of importance in the treatment of severe malaria where prevention of parasite
development from circulating ring stages to more pathological sequestered cytoad-
herent stages may prevent death.

Parasite Life Cycle
The infected female Anopheline mosquito injects up to 100 (median circa 10) motile
sporozoites into the circulation while taking a blood meal. The sporozoites find their
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way rapidly to the liver where they invade individual hepatocytes. They then deve-
lop into hepatic schizonts, which mature over five to seven days before rupturing
to release thousands of merozoites into the blood. These immediately invade red
blood cells. This marks the beginning of the asexual life cycle of the “blood stage”
parasite. The young trophozoites start as tiny “rings,” which look like signet rings
or stereo headphones under light microscopy. This circulating stage, which lasts 12
to 18 hours, is less pathogenic than the more mature trophozoite stages, which in
P. falciparum infections cause cytoadherence of the infected erythrocytes. Sequestra-
tion of the parasitized erythrocytes leads to microvascular obstruction and is an
important mechanism in the pathogenesis of severe disease. Mature trophozoites
develop into schizonts, which will rupture at the end of the 48-hour asexual cycle
releasing more merozoites. These invade more red cells starting a new cycle and
causing the infection to expand exponentially. The sexual life cycle, which in P.
falciparum starts slightly later than the asexual cycle, results from the production of
male and female gametocytes from asexual parasites. As the switch from asexual to
sexual development is density dependent, early effective treatment of falciparum
malaria prevents significant gametocytogenesis and therefore interrupts transmis-
sion. The gametocytes may persist in the circulation for days or weeks. They are not
pathogenic to their host, but they are the source of transmission of malaria, and thus
gametocytocidal activity is of public health importance. In P. vivax and P. ovale
infections, some of the sporozoites inoculated by the mosquito remain dormant in
the liver as hypnozoites, which may cause relapses weeks or months later—even
after an apparently successful treatment of the blood stage infection.

Antimalarial Stage Specificity
The term blood schizontocide is widely used to describe the action of antimalar-
ials on blood stage parasites, although it is a slight misnomer as mature
trophozoites are more susceptible to the antimalarial drugs and formed schizonts
are relatively resistant. Young ring trophozoites are also relatively drug resistant
(particularly to quinine and pyrimethamine). CQ acts mainly on the large ring
form and mature trophozoite stages of the parasite. Quinine acts principally on
the mature trophozoite stage of parasite development while the antifols act a
little later. The artemisinin derivatives are the most rapidly acting of the known
antimalarials, and they have the broadest time window of antimalarial effect
(from ring forms to early schizonts). These compounds prevent maturation of
ring stages, thus reducing subsequent cytoadherence and by inference, disease
severity. Only the 8-aminoquinolines, primaquine, and tafenoquine are capable of
killing the hypnozoites of P. vivax and P. ovale, and these are also the only
compounds, which kill the mature (stage 5) gametocytes of P. falciparum. The
artemisinin derivatives reduce gametocytemia by rapidly reducing the parasite
biomass and also killing immature gametocytes (stages 1 to 4). In contrast, in the
treatment of the other three malarias, all the antimalarial drugs are gametocyto-
cidal (21,22).

MECHANISMS OF RESISTANCE

Stable resistance arises from the selection and spread of parasites with spontaneous
chromosomal point mutations or gene duplications, which are independent of drug
selection pressure (Table 1). The frequency of naturally occurring viable mutants
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resistant to the different drug classes varies, as does the degree of resistance to that
class conferred by each mutation or duplication. After the initial de novo occurrence
(which is a relatively rare event), the subsequent spread of resistant parasites is
facilitated by the use of drugs with long elimination phases. These provide a
“selective filter,” allowing infection by the resistant parasites while the residual
antimalarial activity prevents infection by sensitive parasites.

Despite extensive investigations, the precise mechanism of resistance to
many of the drug classes remains unclear, with the exception of the antifols and
atovaquone.

Arylaminoalcohols
Resistance to these antimalarials results from altered intraparasitic drug trans-
port.

TABLE 1 Single Nucleotide Polymorphisms Related to Antimalarial Drug Resistance

Protein/enzyme
Resistant
mutationa Antimalarial drugs affected

PfCRT D/N75E Chloroquine, amodiaquine
(Chromosome 7) K76T

A220S
Q271E
N326S
I356T
R371

PfMDR1 N86Y Chloroquine, amodiaquine
(Chromosome 5) Y184F

S1034C
N1042D
D1246Y

PfDHFR A16V
C50R
N51I Pyrimethamine, proguanil,

chlorproguanil
C59R
S108N/T
I164L

PfDHPS S436A/F/C
A437G
K540E Sulfadoxine, dapsone
A581G
A613S/T

PvDHFR N50K
F57L Pyrimethamine, proguanil,

chlorproguanil
S58R
T61M
S/I117N
S/I117T
I173L

aA, alanine; C, cysteine; D, aspartate; E, glutamate; F, phenylalanine; G, glycine; I, isoleucine; K, lysine; L,
leucine; M, methionine; N, asparagine; Q, glutamine; R, arginine; S, serine; T, threonine; V, valine;
Y, tyrosine.
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Aminoquinolines
Concentration of CQ in the acidic food vacuole compartment of the intraerythrocy-
tic parasite is essential for it to exert its pharmacological activity. CQ-resistant para-
sites show decreased accumulation of the drug in the food vacuole. Both reduced
influx and increased efflux have been implicated. Resistance is linked mainly to
multiple mutations in a transporter protein in the vacuolar membrane, PfCRT
(P. falciparum CQ resistance transporter). The Pfcrt gene is on chromosome 7 and
there are a number of polymorphisms in this gene, which have been associated with
CQ resistance. The principal correlate is a mutation giving a codon change, which
results in substitution of lysine by threonine at position 76 (23,24). Resistance to CQ
does not equate to resistance to all aminoquinolines. It has been proposed that
4-aminoquinolines, which are more polar at lysosomal pH (such as CQ), are more
likely to pass through the mutated PfCRT channel and escape from the lysosome
into the parasite cytoplasm, while those which are more hydrophobic (AQ and its
active metabolite DAQ) are likely to bind to the hydrophobic channel lining and
stay inside. Their positive charges repel further access of 4-aminoquinoline to the
channel (25).

The ATP-requiring transmembrane pump, P-glycoprotein, originally identi-
fied in mammalian tumor cells, is thought to contribute to CQ efflux. The gene
pfmdr1 encodes for a 162 kDa homologue of the P-glycoprotein pump. Transfection
studies confirm a role for pfmdr in mediating resistance to CQ and mefloquine.
These MDR genes are found in increased copy numbers in most quinine- and
mefloquine-resistant parasites, and point mutations (notably asparagine to tyrosine
at position 86) are associated with CQ resistance. Mutant MDR genes are much less
likely to amplify than the wild type so point mutations are negatively associated
epidemiologically with mefloquine resistance. CQ resistance can be reversed in
vitro by a number of structurally unrelated pump inhibitors such as verapamil,
fluoxetine, amlodipine, several antihistamines, and phenothiazines. It is likely that
multiple unlinked mutations are required for the development of CQ resistance,
and that other contributors to quinoline resistance remain to be discovered. Clinical
resistance to piperaquine developed in Southern China after years of widespread
and intensive use, including mass prophylaxis. The mechanism is unclear as there
is little evidence of cross-resistance with CQ in vitro (26–28). The mechanism of
chloroquine resistance in P. vivax has not been elucidated.

Quinine
Quinine resistance is also associated with reduced drug uptake by the parasite but
the precise mechanism by which this occurs is unclear. There is a weak association
with the pfmdr genotype (PfMDR1 amplification reduces quinine susceptibility),
however, it is probable that resistance to quinine is also the result of mutations in
multiple genes. There have been occasional case reports of high-grade clinical
resistance to quinine, some of which can be attributed to inadequate plasma
concentrations, but despite a moderate reduction in sensitivity in Southeast Asia,
quinine is still effective.

Mefloquine
Increased pfmdr1 copy number is the principal correlate of mefloquine resistance,
accounting for over 60% of the variance in mefloquine susceptibility in field isolates.
However it is not the only determinant. In vitro experiments in certain meflo-
quine-resistant clonal infections with known pfmdr1 copy numbers have shown no
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relationship, which suggests that mechanisms apart from amplification and over-
expression of the gene are also important. Mefloquine resistance is reversed in vitro
by penfluridol, which does not reduce CQ efflux (29–31).

Antifols
The mechanism of P. falciparum resistance to antifols has been characterized in
detail. Comparison of the pfdhfr gene sequence from sensitive and resistant
parasites shows that resistance results from the sequential accumulation of point
mutations. The initial mutation conferring DHFR resistance is usually serine to
asparagine at position 108 (S108N). This appears to be the key mutation. Further
mutations arise at positions 51 (N51I) and 59 (C59R), conferring further increases
in resistance to the drugs; however, some therapeutic response is usually seen, and
in the presence of background immunity (i.e., older children and adults in endemic
areas), cure rates may still be high. Acquisition of a fourth mutation at position
164 (I164L), as has happened in parts of Asia and South America, renders all
available antifols completely ineffective (32,33). Pyrimethamine resistance is gener-
ally assumed to have evolved multiple times because the genetic basis is simple
and resistance can be selected easily in the laboratory; however, data from South-
east Asia, Southern Africa, and South America indicate remarkable clonal spread
of SP-resistant parasites carrying resistant DHFR alleles (34). The initial mutation
encoding for cycloguanil resistance is different to that found in pyrimethamine
resistance (35). Serine at position 108 is converted to threonine and there is a
second mutation at position 16 (alanine to valine). In general, the biguanides are
more active than pyrimethamine against resistant mutants, except against parasites
with the DHFR 164 mutation. P. vivax shares similar antifol resistance mechanisms
with P. falciparum through serial acquisition of mutations in Pvdhfr, although the
sequence of acquisition and levels of resistance conferred differ (Table 1).

Five point mutations in PfDHPS conferring resistance to sulfonamides and
sulfones have been identified. These are S436A/F, A437G, K540E, A581G, and
A613S/T. Of these, the A437G mutation is found with the highest frequency in
field isolates and so may be the key initial mutation for sulpha resistance. There
has been considerable debate on the contribution of DHPS mutations to resistance
to antifol-sulpha combinations. Current evidence suggests that DHFR mutations
play a primary role and DHPS mutations an important supporting role.

Artemisinin Derivatives (Qinghaosu)
Clinical resistance to these drugs has not been documented. In vitro multidrug-
resistant parasites are more artemisinin resistant, and reduced susceptibility can be
selected in the laboratory (up to a factor of approximately 10), but these parasites are
still fully susceptible in vivo to therapeutic concentrations of artemisinin derivatives.
In the Xenopus oocyte expression system, replacement of leucine by glutamic acid
at PfATPase 6 position 263 abolished SERCA inhibition by artemisinins. To date,
with one controversial exception, polymorphisms in PfATPase 6 in field isolates
have not been correlated with susceptibility. Although significant resistance to this
class of drugs has not been reported, cure rates with artemisinin derivatives are not
100%. This is attributed to the persistence of a few parasites, probably at the
merozoite/very young ring stage (i.e., just after red cell invasion), which show
maturation arrest and may persist for many days despite therapeutic antimalarial
drug levels. These dormant forms may “awaken” to cause recrudescence of the
infection with parasites, which remain fully susceptible to artemisinin (36,37).
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Atovaquone-Proguanil
Atovaquone resistance is associated with single point mutations in the cytochrome b
gene of the parasite encoding the cytochrome bc(1) complex of the parasite inner
mitochondrial membrane. Resistance mutations arise commonly, at an approximate
in vivo frequency of 1 in 1012 parasites. They emerge in one-third of patients
receiving atovaquone alone and a much lower (100 times) frequency following
atovaquone-proguanil (38).

PHARMACOKINETICS

The PK properties of many antimalarial agents have been characterized in detail.
These PK properties often vary depending on whether the drug is given in health,
disease, pregnancy, or in combination with another drug (Table 2).

Arylaminoalcohols
Aminoquinolines
Chloroquine
CQ is rapidly absorbed from the gastrointestinal tract, reaching maximum plasma
concentrations in approximately five hours. Because of extensive tissue binding
CQ and its metabolite desethyl CQ has a very large apparent volume of distribu-
tion (Vd) of approximately 500 L/kg. CQ is metabolized slowly to desethyl CQ,
which has approximately equivalent antimalarial activity. The decline in blood
concentrations of CQ is multiexponential with a terminal elimination half-life of
one to two months. Thus the blood concentration profile during malaria is
determined mainly by distribution rather than elimination processes. The PK
properties of CQ are not significantly altered by disease severity, pregnancy, or
age. As approximately 50% of systemic clearance is renal, dose adjustment is
needed in renal failure with prophylactic administration but not for treatment. As
the volume of the central compartment is some 1000 times smaller than the total
apparent Vd, the rapid absorption of CQ following subcutaneous or intramuscular
injection may outpace distribution, and transiently toxic concentrations may occur
with individual doses over 3.5 mg base/kg. Intravenous CQ should be given by
continuous infusion—never by bolus injection. A suppository formulation has
been developed, which also has good bioavailability. CQ is approximately 55%
bound to plasma proteins. CQ is taken up by platelets and leukocytes, so plasma
levels are lower than corresponding serum values. Concentrations are higher in
whole blood than in plasma. Whole blood measurements are simple and reliable
and can be performed on small volumes or filter paper samples (40–43).

Amodiaquine
Oral AQ is absorbed rapidly from the gastrointestinal tract. Peak plasma concen-
trations are reached after a mean of 30 minutes (healthy volunteers) and 1.75
hours in malaria patients. It is extensively metabolized in the liver to desethylamo-
diaquine (DAQ); the main antimalarial compound, and 2-hydroxyamodiaquine.
Peak plasma concentrations (Cmax) of these metabolites are reached after a mean
of 3.4 hours (healthy volunteers). There is a very large first-pass effect. The mean
plasma concentration of DAQ is six to seven times greater than that of AQ
(healthy volunteers), and it is not uncommon for the parent compound to be
undetectable. DAQ accumulates in red cells to give a red cell:plasma ratio of 3:1.
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AQ and its metabolites are >90% protein-bound and are eliminated by renal
excretion. The mean terminal half-life of AQ is 5.2 (±1.7) hours. DAQ has a much
longer terminal t½ than AQ. For such a widely used drug, there are remarkably
few reliable data on the elimination kinetics of the active metabolite estimated as
approximately 11 days. There are no parenteral formulations commercially avail-
able, although a structurally similar compound, amopyroquine, is available for
intramuscular administration in some countries (44,45).

Piperaquine
Available data on the PK properties of piperaquine are recent and come from
estimates in small numbers of patients (46). As expected, piperaquine has a large
apparent Vd of >500 L/kg and a terminal elimination half-life of approximately
28 days in adults and 14 days in children (Tarning, J. Personal communication,
2007). Given the structural similarities with CQ, it is likely that the PK properties
of the two drugs will be similar. A study in healthy volunteers has shown oral
bioavailability increases with coadministration with fat (47). There are no pub-
lished data yet on protein binding (which is very high), partition with blood cells,
or metabolism.

Primaquine
Commercial primaquine is usually contaminated with another 8-aminoquinoline
antimalarial compound; quinocide. Primaquine is well absorbed reaching peak
plasma levels at three hours. It is widely distributed in tissues but not extensively
bound. It is cleared by hepatic biotransformation to the more polar metabolite
carboxyprimaquine and several other metabolites (including the oxidant 5-hydro-
xypremaquine), with an elimination half-life of six hours and renally excreted. It
is not known whether primaquine itself or its metabolites are responsible for the
action against P. vivax hypnozoites.

Tafenoquine
Tafenoquine is also well absorbed and widely distributed with longer absorption and
elimination half-lives than primaquine of 1.0 hour and 16.4 days, respectively (48).

Quinine/Quinidine
Quinine is well absorbed after oral or intramuscular administration both in adults
and in children. Oral bioavailability is approximately 70%. Peak levels are usually
reached within six hours (more rapidly if the intramuscular injections are diluted).
Intramuscular and intravenous infusions give similar peak levels. Quinine should
never be given by bolus intravenous injection as lethal hypotension may ensue. In
acute malaria, the total apparent Vd is contracted and systemic clearance reduced
in proportion to disease severity. As a result, blood concentrations are higher in
uncomplicated malaria than in healthy subjects and highest in patients with severe
malaria (Fig. 2). The elimination half-life is approximately 18 to 20 hours in
cerebral malaria, 16 hours in uncomplicated malaria, and 11 hours in health. In
children and pregnant women, the apparent Vd is relatively smaller and elimina-
tion is more rapid (49–58). Quinine is a base and is bound principally to the
acute-phase plasma protein a1-acid glycoprotein. Plasma protein binding is
increased from approximately 75% to 80% in healthy subjects to over 90% in
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patients with severe malaria (59–61). Approximately 80% of the administered drug
is eliminated by hepatic biotransformation, and the remaining 20% is excreted
unchanged by the kidney. Although systemic clearance is reduced in severe
malaria, this 80:20 proportion is preserved. The CYP 3A4 subfamily of the
cytochrome P450 mixed-function oxidase system is the main metabolizing enzyme.
The principal metabolite 3-hydroxyquinine is biologically active, contributing
approximately 10% to antimalarial activity, but more in renal failure where it
accumulates. The other more polar metabolites are either much less active or
inactive as antimalarials. Oral quinidine is well absorbed in patients with malaria.
The Vd and systemic clearance are significantly greater than for quinine, and the
free fraction in plasma is approximately twice that of quinine. As a result, it has
a shorter t1/2. As for quinine, systemic clearance and Vd are reduced in malaria in
proportion to disease severity. Quinidine, like quinine, is metabolized to hydro-
xylated more polar metabolites. CYP 3A4 and CYP2D6 are the main metabolizing
enzymes (63,64).

Mefloquine
The PKs of mefloquine are highly stereo-specific and all PK parameters except
Tmax are significantly different for the (+) and (�) enantiomers. Mefloquine is
moderately well absorbed, extensively distributed, and slowly eliminated. In
healthy volunteers, absorption is biphasic and peak levels are reached between 8
and 24 hours after administration. It is highly (>98%) bound to plasma proteins.
Mefloquine is excreted largely unchanged in feces. There is enterohepatic recy-
cling. The apparent Vd and clearance of the (+)RS enantiomer is approximately
four times higher than for the (�)SR enantiomer. The terminal elimination half-life
is approximately three weeks in healthy subjects and two weeks in patients with
malaria. In patients with malaria, absorption is reduced in the acute phase of
illness, so splitting the dose or administering mefloquine after an artemisinin
derivative (which gives rapid recovery) increases absorption and peak blood
concentrations. The PKs in adults and children is similar (65,66).

Halofantrine
Halofantrine is intrinsically more active than mefloquine. This drug is poorly and
erratically absorbed. Furthermore, absorption appears to be “saturable,” i.e., with

Plasma quinine concentration (mg/L)
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FIGURE 2 Plasma quinine
concentrations during the treat-
ment of malaria.
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individual doses over 8 mg/kg, no increment in blood concentrations occurs.
Absorption is increased markedly by coadministration with fats. Halofantrine is
extensively distributed and cleared largely by hepatic biotransformation. It is bound
principally to lipoproteins in the plasma. The terminal elimination half-life is about
one to three days in healthy subjects and approximately five days in patients with
malaria. There is significant first-pass metabolism to a biologically active desbutyl
metabolite. This is eliminated more slowly (t1/2 3–7 days) than the parent com-
pound and undoubtedly contributes significantly to antimalarial activity (67,68).

Lumefantrine
Lumefantrine is absorbed more slowly than its partner drug artemether with peak
concentrations occurring at six hours. Absorption is dose-limited, so this drug
needs to be given twice daily (99). There is no apparent PK interaction between
the constituent drugs in the combination. Lumefantrine is lipophilic and hydro-
phobic. Taking the drug with a fatty meal increases its relative bioavailability up
to 16-fold. Absorption is reduced in the acute phase of malaria, but then increases
considerably as symptoms resolve and the patient starts to eat. Lumefantrine is
bound principally to lipoproteins in plasma. The principal metabolite is desbutyl
lumefantrine, which also has antimalarial activity. CYP 3A4 is the main metaboliz-
ing enzyme. The elimination half-life is three to four days. The PK properties of
lumefantrine are similar in adults and children (14). Lumefantrene concentrations
are reduced by approximately half in late pregnancy (100).

Antifols
Sulfadoxine-Pyrimethamine
Pyrimethamine and sulfadoxine are well absorbed orally reaching peak plasma
levels after about four hours. The estimated Vd for sulfadoxine is 0.14 L/kg and
for pyrimethamine is 2.3 L/kg. Both are extensively protein-bound (90%). They are
able to cross the placental barrier and pass into breast milk. About 5% of
sulfadoxine appears in the plasma as the acetylated metabolite and about 2% to
3% as the glucuronide. The metabolites of pyrimethamine have not been character-
ized. The treatment is administered as a single dose. The terminal elimination
half-lives are about 85 hours for pyrimethamine and 200 hours for sulfadoxine.
Both are eliminated mainly via the kidneys. Following intramuscular injection,
absorption is as rapid as after oral administration but blood concentrations
are lower and more variable, which suggest incomplete intramuscular bioavail-
ability (69). A recent very large study has shown that following standard dosing
plasma concentrations of pyrimethamine and sulfadoxine in African children aged
2–5 years with falciparum malaria are approximately half those in older children
and adults (101).

Proguanil and Chlorproguanil
Proguanil and chlorproguanil are well absorbed by mouth, and converted rapidly
to the antifol triazine metabolites. These in turn are metabolized to the inactive
metabolites chloro- and dichlorophenylbiguanide, respectively. As the parent
compounds are eliminated more slowly than the metabolites, the profile of
antimalarial activity resulting from the cyclic metabolites is determined by the
parent drug distribution and elimination. The t1/2 chlorproguanil is approximately
16 hours in healthy subjects and 13 hours in patients with malaria, although recent
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population kinetic studies in malaria indicate a much longer half life of chlorpro-
guanil of 35 hours (102). Approximately 3% of Caucasian and African populations,
but up to 20% of Orientals, fail to convert the parent compounds to their active
metabolites. In some parts of Micronesia, the prevalence is even higher. This is
related to a genetic polymorphism in CYP 2C19. The conversion of proguanil to
the active metabolite is reduced in pregnancy and also in women taking the oral
contraceptive pill (estrogens inhibit CYP2C19 activity) (70–74).

Artemisinin Derivatives
The artemisinin derivatives are rapidly absorbed and eliminated. Artesunate,
artemether, and artemotil are all hydrolyzed to the active metabolite DHA, which
has an elimination half-life of approximately 45 minutes. They are by far the most
rapidly eliminated of the antimalarial drugs. Despite this, they are highly effective
when given once daily. After oral or parenteral administration, artesunate is hydro-
lyzed rapidly (by stomach acid, and esterases in plasma and erythrocytes) and most
of the antimalarial activity results from the DHA metabolite. Oral absorption is
rapid and bioavailability is approximately 60%. Rectal bioavailability is more
variable; following administration of a rectal formulation, the RectocapTM, bioavail-
ability averages 50% (although absorption is more variable). After oral administra-
tion, artemether is absorbed rapidly, but is converted more slowly (via CYP 3A4)
to DHA, although the metabolite still accounts for the majority of antimalarial
activity. In contrast after intramuscular administration, absorption of artemether
and artemotil is slow and erratic. Peak concentrations are often not reached for
many hours and concentrations of the parent compound exceed those of the active
DHA metabolite. Oral formulations of DHA contain excipients, which promote
absorption and give bioavailability comparable to that of artesunate. Elimination of
DHA is largely by conversion to inactive glucuronides. As for quinine, there is a
contraction in the Vd and reduced clearance in acute malaria, which increases blood
concentrations. There may also be a malaria-related inhibition of intestinal and
hepatic first-pass metabolism, which improves oral bioavailability (75,76).

Atovaquone
Atovaquone is rapidly absorbed reaching Cmax in approximately six hours. It is a
lipophilic compound that is highly protein-bound (99%) with an apparent Vd of
6 L/kg. The majority of atovaquone is excreted unchanged in the feces. Elimination
is slower in patients of African origin (t1/2 70 hours) than in Oriental patients (t1/2
30 hours) and faster in pediatric patients (1–2 days) than in adult patients (2–3
days). Oral absorption is augmented considerably by fats. There are no significant
interactions with proguanil or artesunate. There is limited experience of use of
atovaquone-proguanil in pregnancy where Vd and clearance of both drugs are
increased and as a consequence plasma concentrations are relatively low (77,78).

PHARMACODYNAMICS
Terminology
Malaria parasites are eukaryotes, which divide asexually in the red blood cells.
Multiplication rates can reach 20/cycle. For the main human parasites, the cycle
length is two days. Some familiar terms can usefully be borrowed from antibacter-
ial pharmacodynamics, and some cannot. The minimum inhibitory concentra-
tion (MPC) is the lowest plasma concentration giving maximum parasite-killing
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activity. This is a useful term as it represents a target concentration. The minimum
inhibitory concentration (MIC) is not so useful as it would refer to a killing rate
of one per cycle—resulting in no net change in numbers—or an effect considerably
below maximum. It therefore has clinical relevance only in determining the time
to recrudescence.

General Principles
The principal effect of antimalarial drugs in the treatment of uncomplicated malaria
is to inhibit parasite multiplication (by stopping parasite development). The untreated
infection can multiply at a maximum rate given by the average number of viable
merozoites per mature schizont (100% efficiency). In nonimmunes, multiplication is
often relatively efficient with multiplication rates of 6 to 20/cycle (30–90% efficiency).
Antimalarials exerting their maximum effects (Emax) will convert this to a negative
figure from –10 to –10,000, thus reducing parasite numbers by between 10- and
10,000-fold per cycle. The Emax is the effect represented at the top of the sigmoid
dose–response or concentration-effect relationship (Fig. 4). Patients with acute malaria
may have up to 1012 parasites in the circulation. Even with killing rates per cycle of
99.99%, it will take at least three life cycles (six days) to eradicate all the parasites
from the body. Thus antimalarial treatment must usually provide therapeutic drug
concentrations for seven days (covering four cycles) to effect a cure reliably. For
rapidly eliminated drugs, this means the course of treatment must be seven days.
Drugs differ in their Emax; for example, the artemisinins often produce a 10,000-fold
reduction per asexual cycle, whereas antimalarial antibiotics such as tetracycline or
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FIGURE 3 In vivo pharmacodynamics of quinine in falciparum malaria. The mean profile of the
parasite burden in successfully treated patients declines logarithmically until total eradication(s)
because the concentrations in plasma remain above the MPC (approximately 3.3 μg/ml). In
patients with recrudescent infections, parasite killing (E) falls below maximal values after 48 h of
treatment. A parasite multiplication rate of 1 per cycle results from average MICs of 0.7 μg/ml at
the end of the first week, and thereafter, the parasite multiplication rate (10 per cycle) is unre-
strained. Source: From Ref. 62.
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clindamycin may achieve only at most a 10-fold parasite reduction per cycle
(Fig. 5). Parasite reduction appears to be a first-order process throughout. This means
that provided the MPC is exceeded for a critical period of each asexual cycle, then
a fixed fraction of the population is removed in each successive cycle. This simple
model generally fits observed effects (although the persistence of a few blood stages
following artemisinin treatment is an important exception). The concentration-effect
relationship of antimalarials in vitro varies depending on the stage of parasite
development. In contrast to antibiotics, where dose intervals exceed the life of the
organism, in malaria the organism lives for two to three days. In the treatment of
malaria, it is clearly not necessary to exceed the MPC throughout the dose inter-
val—maximum effects on the mid-trophozoite (the most sensitive stage) are achieved
in approximately four hours. Thus the artemisinin derivatives, which are rapidly
eliminated (t1/2 < 1 hour), are effective when given only once per day (79).

Antimalarial Drug Susceptibility Testing
Antimalarial activity in vitro is assessed in terms of inhibition of morphological
development and parasite multiplication or inhibition of glucose, amino acid, and
hypoxanthine uptake (80). A newer technique utilizes the quantification of parasite
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lactate dehydrogenase production as an indicator of growth (81). Data from in
vitro sensitivity testing are useful in screening new compounds for antimalarial
activity and mapping the epidemiology of drug resistance patterns in different
geographical areas, but they are poor predictors of individual treatment responses.
This is because there are no antiparasitic factors such as antibodies in vitro; there
is little protein or lipoprotein binding; there may be variable solubility and
adsorption to laboratory materials; and concentrations are constant. Until recently,
susceptibility testing was confined to P. falciparum, but now accurate reproducible
methods are available for P. vivax.

As the mechanisms of resistance become dissected, parasite genotyping of
known resistance markers is increasingly being validated as an alternative to in
vitro susceptibility testing. This is best established for Pfdhfr where there are good
correlates between the genotype and the therapeutic response to SP. The PfCRT
(K76T mutation) is also a good marker of low-level CQ resistance. Pfmdr amplifi-
cation identifies mefloquine-resistant parasites, and the single point mutations in
cytochrome b indicate high-level atovaquone resistance.

Pharmacodynamics in Animal Models
In general, animal models do not reliably reproduce disease or resistance findings
in human malarias. Rodent models have been used to screen new drugs and
assess the potential for resistance to be selected, and a primate model (Plasmodium
cynomolgus) has been used to assess radical curative activities as it also has
persistent liver forms. To study the human parasites, primates (Aotus or Saimiri
monkeys for P. falciparum and chimpanzees for P. vivax) are required. Preclinical
testing of antimalarials in animals has revealed certain patterns of toxicity, which
have had to be refuted by careful studies in humans. The artemisinin derivatives
cause an unusual dose-related selective pattern of neuronal cell damage affecting
certain brain stem nuclei in animals related to the PK properties of the drug.
Neurotoxicity results from protracted exposure to sustained blood concentrations,
as follows intramuscular administration of the oil-based artemether and arte-
mether (artemotil). Neurotoxicity is much less in these models following oral
administration or intravenous artesunate because the drugs levels are not sus-
tained, even though bioavailability is better and peak levels considerably higher
(82). Careful clinical audiometric and auditory-evoked potential measurement in
clinical studies and some pathological studies have not shown similar findings in
man. Arteether has been shown to prolong the QT interval in beagle dogs but not
in man. The artemisinin derivatives cause fetal resorption in rodents and rabbits.
SP has been shown to be teratogenic in rats with an estimated minimum oral
teratogenic dose of approximately 0.9 mg/kg pyrimethamine plus 18 mg/kg sulfa-
doxine (83).

Pharmacodynamics (PD) in Humans
In the treatment of bacterial and viral infections, the principal PK determinant of
therapeutic response [Cmax, area under the (AUC), time above MIC, etc.] is usually
determined first in animals, and then in man. These relationships have not been
determined for most antimalarial drugs, although in general it is the time above
the MPC that determines the probability of cure in uncomplicated malaria.

Malaria has the advantage over many other infections in terms of PK-PD
assessment in that the infection is in red blood cells, so extravascular concentrations

396 Ashley and White



are not important for the therapeutic response, and the number of organisms can be
quantitated. Speed of initial response is determined by the initial killing rate
(fractional reduction in parasite numbers per asexual cycle; PRR). Cure rate is
determined by the probability that drug levels and host immunity will combine to
eradicate the infection from the body. If the MPC is exceeded for long enough, then
the infection will usually be cured. The minimum time to ensure cure is four asexual
cycles (eight days). A population-based approach has frequently been employed to
distinguish and characterize patient and disease contributors to interindividual
variance in antimalarial drug PKs. This information is generated from sparse PK data
in large numbers of patients using statistical methods and is a more practical and
relevant approach to the study of PK-PD in malaria-endemic areas (84). There have
been relatively few studies of antimalarial dose–response or concentration–effect
relationships in vivo. Most antimalarial drugs given at currently recommended doses
provide concentrations well above the MPC. The only exceptions are poorly absorbed
lipophilic drugs given orally in uncomplicated malaria (e.g., initial doses of
lumefantrine), or intramuscularly in severe malaria (e.g., artemether). Thus the
therapeutic response in uncomplicated malaria is determined by the intrinsic activity
(reflected in the fractional kill rate per cycle or parasite reduction ratio; PRR) and the
length of time blood concentrations exceed the MPC. Infections are often with more
than one parasite clone (i.e., genotype), and these may have different drug suscept-
ibilities. Thus investigations of antimalarial drug efficacy must take into account host
immunity, which may clear drug-resistant infections, interindividual variation in
PKs, and also the heterogeneity of parasite susceptibility. Pharmacodynamic effects
can be assessed in terms of parasite reduction as parasite counts fall over the
countable range from >100,000 to 50/mL. If recrudescence occurs later then the
parasite counts below detectable levels can be modeled based on in vitro suscept-
ibility (assuming that the slope of the concentration-effect relationship is the same in
vitro and in vivo even if absolute values are not), antimalarial blood concentration
profile, and time to recrudescence. For slowly eliminated drugs, measurement of
residual drug levels at the time of recrudescence is important as this provides a
concentration below the in vivo MIC—otherwise parasite numbers could not have
increased (with the caveat that illness may affect Vd and thus blood concentrations).
In P. falciparum and P. malariae infections, prevention of recrudescence is the object of
treatment, and this is easily defined in a recurrent infection by a comparison of
genotypes to distinguish recrudescence from a newly acquired infection. In P. vivax
and P. ovale infections, relapses may occur three weeks after primary treatment, but
these do not represent a failure of treatment of the asexual stages in the initial
infection. This complicates interpretation of clinical trial results. Interestingly, CQ,
mefloquine, and piperraquine suppress the first relapse of tropical P. vivax (but not
the second at six weeks), so appearance of parasites within one month of treatment
does reflect resistance (provided drug levels are adequate), whether this is a recrudes-
cence or a relapse breakthrough, or even a new infection.

PK-PD Determinants of the Therapeutic Response
Uncomplicated Falciparum Malaria
Chloroquine
As resistance worsens the blood concentrations following the 25 mg base/kg dose
are insufficient to suppress parasite multiplication for long enough to eradicate the
infection—but they do act as a “brake” on multiplication. Initially the treatment
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responses appear normal and the recrudescences do not present until weeks after
drug administration. As resistance worsens, the recrudescences appear earlier and
earlier until parasitemia no longer clears. Eventually some patients fail to respond
at all—at this stage, mortality rises steeply. Because of the peculiar PK properties
of CQ, the very high concentrations that occur initially may still temporarily
suppress even highly resistant infections. Measurement of blood concentrations at
the time of recrudescence or at day 7 or 14 post-treatment is useful in assessing
treatment responses and assessing resistance.

Sulfadoxine-Pyrimethamine
Treatment failures following SP follow a similar pattern to CQ with the important
exception that SP does not appear to provide temporary suppression of highly
resistant parasites. The levels required for synergistic activity differ greatly depend-
ing on the parasite dhfr and dhps genotype. Resistance appears to have a differential
effect on gametocytogenesis, in that a small increment in failure rate is associated
with a large increase in gametocyte carriage (which fuels the spread of resistance).

Mefloquine
Mefloquine was originally prescribed as monotherapy for the treatment of resistant
malaria at a dose of 15 mg base/kg. Initial high cure rates declined rapidly as
resistance emerged leading to an increase in dose to 25 mg/kg. There is theoretical
evidence that starting with this lower dose encouraged the selection of resistance
(Figs. 6–10). Thus 25 mg base/kg should be the only recommended dose. The
absorption of mefloquine is reduced in the acute phase of illness and bioavailabil-
ity of the higher 25 mg/kg dose is improved by dividing it (e.g., giving 15 mg/kg
initially and 10 mg/kg 8–24 hours later, or 8mg/kg/day for 3 days). Splitting the
dose also reduces the incidence of acute adverse, effects, e.g., early vomiting. Blood
concentrations are higher in patients with malaria than in healthy subjects (85,86).
As resistance emerges, it follows a similar pattern of evolution to CQ.

Quinine
The therapeutic range has not been well defined but total plasma concentrations of
between 8 and 15 mg/L are certainly safe and effective. Recent studies in Thailand
suggested an in vivo MIC of 0.7mg/mL and MPC of 3.3mg/mL (Fig. 11) (62). Toxicity
is increasingly likely with plasma concentrations over 20 mg/L (free quinine >2 mg/
L). There is no established high-level quinine resistance. Treatment failure is asso-
ciated particularly with poor adherence to seven-day treatment regimens or a large
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Vd and low blood levels. Treatment failure characteristically manifests by recrudes-
cence three weeks after starting treatment.

Artemisinin-Based Combinations (ACTs)
The artemisinin component reliably accelerates the clinical and parasitological response,
increases overall cure rates, and reduces gametocyte carriage and thereby transmissi-
bility. The combination should also delay the emergence of resistance (Fig. 7).
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FIGURE 8 Simulated pharmacokinetic profiles for 15mg/kg and 25 mg/kg doses of mefloquine.
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FIGURE 7 Artemisinin combination therapy. The impact of adding a 3 day course of artesunate
(4mg/kg/day) to mefloquine (25mg/kg) on parasite killing in an area of mefloquine resistance.
Without artesunate the parasitaemia declines 100-fold per asexual cycle and is eliminated in 3
weeks. Addition of artesunate for 3 days, covering 2 asexual cycles reduces the parasite biomass
by a factor of 108 leaving a smaller residuum of parasites (B) for the mefloquine to remove while
plasma concentrations are high. This lowers the chance of selecting a resistant parasite 107 fold.
Without the artesunate the number of parasites corresponding to B, i.e. B1 are exposed to a much
lower concentration of mefloquine (from x to y, compared with m to n) thus increasing the risk of
recrudescence. Source: From Ref. 19.
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Mefloquine + Artesunate
When used in combination with artesunate, delaying the administration of meflo-
quine has been found to be associated with improved bioavailability. Coadminis-
tration with artesunate results in a more rapid recovery from malaria, which
enhances oral bioavailability if the mefloquine dose is split (87). This and the
added antimalarial effects of artesunate augment curative activity.

Artemether-Lumefantrine
There are probably more data on the PK determinants of cure for this compound
than any other. The AUC of lumefantrine correlates with treatment response. The
plasma level on day 7 after starting treatment is a good surrogate of the AUC;
plasma levels of lumefantrine above 500 ng/mL are associated with a >90% cure
rate (14,88). A plasma lumefantrine level of 280 mL on day 7 has been found to be
a useful predictor of risk of subsequent recrudescence. In one study, 75% of
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FIGURE 10 Modeling mefloquine resistance (86); relationship between parasite clearance
over time and the MIC in vivo. In this example P0 is 1012, a is 1.15/day, k is 0.036/day, C0 is
1200 ng/ml, k1 is 3.45/day and g is 2.5.
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FIGURE 9 Total malaria parasite burden over time in a mefloquine-resistant infection for doses
based on PK/PD parameter estimates. The initial parasite burden corresponds to an initial
parasitaemia of 2% in an adult with falciparum malaria.
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patients with plasma lumefantrine levels above 280 mg/L were cured compared
with only 51% of patients with lower concentrations.

Severe Malaria
The primary objective of the treatment of severe malaria is to save life. Prevention
of recrudescence is of lesser concern. Thus the first parenteral dose is the most
important, and the speed of effect is critical. To ensure the MPC is achieved reliably
as soon as is compatible with safety, quinine or quinidine is given in an initial
loading dose (usually twice the maintenance dose) (89). The initial dose of intramus-
cular artemether is also twice the maintenance dose. The bioavailability of intramus-
cular artemether in severe malaria is variable and may be associated with an
inadequate therapeutic response in some shocked patients (90,91). However large
randomized trials show that artemether treatment is associated with a similar
mortality to quinine in African children, and a lower mortality in Southeast Asian
adults (92). Thus it seems that the intrinsic advantages of the artemisinin derivative,
in terms of earlier stage specificity of action, may have been offset by variable
absorption. For these reasons, attention has shifted to the use of the water-soluble
artesunate, which may be given intravenously or intramuscularly with excellent
bioavailability. Recently the largest prospective trial ever conducted in severe malaria
showed that artesunate reduced the mortality by 35% compared with quinine (93).

THERAPEUTIC USES AND DOSING REGIMENS

The recommended treatment options for uncomplicated malaria are shown in
Table 3. The last bastions of CQ-sensitive falciparum malaria are The Caribbean,
Central America west of the Panama Canal, and the Middle East. CQ can no
longer be recommended for the treatment of falciparum malaria elsewhere, but it
is still used widely and effectively for the treatment of P. vivax, P. malariae, and
P. ovale. The preferred approach to the treatment of uncomplicated malaria is the
use of combinations of drugs with different mechanisms of action, and therefore
different drug targets to prevent the emergence of resistance. If two drugs are
used, which do not share a common mode of action and therefore the parasite
develops different mechanisms of resistance to them, the probability of a single
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FIGURE 11 Modeling mefloquine resistance (86); relationship between parasite clearance over
time and m (scalar value relating EC90 in vitro to MIC in vivo). In this example P0 is 1012, a is 1.15/
day, k is 0.036/day, C0 is 1200 ng/ml, k1 is 3.45/day, g is 2.5, and EC90 in vitro is 50.43 ng/ml.
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TABLE 3 Treatment of Uncomplicated Malaria

Malaria Recommended drug treatment

P. vivax, P. malariae,
P. ovale

Chloroquine phosphate (1 tablet contains 250 mg salt, equivalent
to 155.3 mg base); 10mg/kg base at 0, 24 h followed by
5 mg/kg base at 48 h or amodiaquine 10 mg base/kg/day
for 3 days

Uncomplicated
P. falciparum

Artemether-lumefantrine (Coartem�):
One dose at hours 0, 8, 24, 36, 48, 60 according to weight:

kg Tablets per dose

5–14 1

15–24 2

25–34 3

>34 4

Artesunate-amodiaquine:
4 mg/kg of body weight artesunate and 10 mg base/kg
amodiaquine once a day for 3 days

Artesunate-sulfadoxine-pyrimethamine:
4 mg/kg of body weight artesunate once a day for 3 days and a
single dose of sulfadoxine-pyrimethamine (25/1.25 mg base/kg
of body weight) on day 1

Artesunate-mefloquine:
4 mg/kg of body weight artesunate once a day for 3 days and
mefloquine 25 mg base/kg of body weight split over 2 or 3 days

Quinine:
10 mg salt/kg three times daily plus
tetracycline 4 mg/kg four times daily or doxycycline 4 mg/kg
once daily or clindamycin 5 mg/kg three times per day for
7 days

Atovaquone:
20 mg/kg/day, proguanil 8 mg/kg/day for 3 days

Note:
� Pregnancy: Mefloquine and artesunate should not be given in the first trimester. Primaquine and tetracycline

should not be used at any time in pregnancy.
� Vomiting is less likely if the patient's temperature is lowered before oral drug administration.
� Contraindications to mefloquine treatment include treatment with the drug in the previous 63 days, epilepsy

or neuropsychiatric disorder, history of allergy.
� Short courses of artesunate or quinine (< 7 days) alone are not recommended.
� In renal failure the dose of quinine should be reduced by one-third to one-half after 48 hours, and doxycycline

but not tetracycline should be prescribed.
� The doses of all drugs are unchanged in children and pregnant women.
� Oral treatment of uncomplicated hyperparasitaemic infections should include an artemisinin derivative and be

prolonged to minimize the chance of recrudescence e.g. artesunate loading dose of 4mg/kg initially followed
by 2 mg/kg/day on the following 6 days, in combination with mefloquine or doxycycline as in the table.

� Patients with P. vivax and P. ovale infections should also be given primaquine 0.25 mg base/kg daily
(0.375–0.5 mg base/kg in Oceania) for 14 days to prevent relapse. In mild G6PD deficiency 0.75 mg base/
kg should be given once weekly for 6 weeks.

� Use of tetracyclines in pregnant women or children under 8 years of age is contraindicated.

Source: Adapted from WHO Malaria Treatment Guidelines, World Health Organization, Geneva, Switzerland,
2006.
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parasite developing simultaneous resistance to both drugs is of the product of the
probabilities of developing resistance to the individual drugs (94). This is the same
rationale underlying antituberculosis drug treatment with combinations. The
lower the de novo per parasite probability of developing resistance, the greater the
delay in the emergence of resistance. In order to succeed this approach requires
good levels of population coverage and affordable simple drug regimens, which
are adhered to. From the drugs that are available, the properties of the artemisinin
derivatives make them the preferred choice as one of the drugs in such a
combination (Fig. 12). Even though the drug of choice for treating severe malaria
is intravenous artesunate, this drug is not widely available outside Asia. Alter-
native treatments are listed in Table 4. Artesunate gelatin–coated suppositories
(Rectocap�) may be used as a holding measure in rural settings before a patient
may be transferred for parenteral treatment.

There are two strategies for prevention of malaria: chemoprophylaxis in
travelers (Table 5) and intermittent presumptive treatment. Studies from Africa
indicate that administration of a treatment dose of SP twice during pregnancy
(once in the second and once in the third trimester) has a beneficial effect on
maternal anemia and pregnancy outcome (birth weight). HIV-positive women
need monthly SP for the same effect. This approach has now been extended to
infancy, with a view to possible incorporation in EPI programs in areas where SP
retains good efficacy. Unfortunately the rapid spread of resistance is compromis-
ing this approach (95–97) and there have been no pharmacokinetic studies in the
target groups (pregnant women and infants).

The majority of the most effective treatments for severe malaria or CQ-
resistant malaria are not approved by the Food and Drug Administration. Quini-
dine and quinine are the only drugs approved for the treatment of severe malaria.
Atovaquone-proguanil, mefloquine, SP, and CQ are approved for the treatment
and prophylaxis of falciparum malaria. CQ and mefloquine are also approved for
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FIGURE 12 Time to recrudescence following treatment with 25mg/kg mefloquine as a function
of MIC in vivo and killing rates (k1). The z axis is the time to recrudescence, the y axis is the killing
rate of mefloquine (k1), and the X axis is the MIC in vivo. The pharmacokinetic parameters used
in the simulation were the population mean values from studies in northwestern Thailand (ref).
Nonraised rectangles represent 2 possible scenarios: either the patient is cured or at day 7 the
parasites are still detectable. This illustrates that for relatively drug-sensitive parasites (MIC < 500ng/
ml) the infections are all cured with high killing rates and that with low killing rates recrudescences
occur long after the conventional follow-up period of 28 days.
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TABLE 4 Treatment of Severe Malaria

Artesunate i.v.: 2.4 mg/kg given on admission, at 12 hr, 24 hr, and then every 24 hr
Alternative treatments:
Artemether i.m.: initial dose of 3.2 mg/kg followed by 1.6 mg/kg every 24 hra

or
Quinine i.v.: LD 20 mg/kg given over 4 hr, then 10 mg given 8 hr after the LD was started,

followed by 10 mg/kg every 8 hr
or
Quinine i.m.: LD (20 mg/kg) is given as 2 simultaneous injections (each 10 mg/kg) in the

anterior thigh after 50% dilution of the quinine in sterile water. The maintenance dose (10
mg/kg) is given as
1 i.m. injection every 8 hr using the same dilution

or
Quinidine i.v.: 10 mg base/kg infused over 1–2 hr followed by 1.2 mg base/kg/hr.

Electrocardiographic monitoring advisableb

Total treatment duration for all regimens ¼ 7 day
Once the patient has recovered sufficiently to tolerate oral medication, a second drug should

be added such as doxycycline 4 mg/kg for 7 day, clindamycin 5 mg/kg t.i.d. for 7 day or
atovaquone 20 mg/kg/day + proguanil 8 mg/kg/day for 3 dayc

aAbsorption of i.m. artemether may be inadequate in a subgroup of patients with poor peripheral perfusion.
bSome authorities recommend a lower dose of 6.2 mg base/kg initially over one hour followed by 1.2 mg
base/kg/hr.
cMefloquine should not be used because of the increased risk of postmalaria neurological syndrome.
Abbreviations: LD, loading dose; i.v., intravenous; i.m., intramuscular; t.i.d., thrice a day.

TABLE 5 Antimalarial Chemoprophylaxisa

– Weight adjusted dose for children Adult dose

Chloroquine-sensitive malaria
Chloroquineb

and/or
5 mg base/kg weekly, or
1.6 mg base/kg daily

300 mg base
100 mg base

Proguanil 3.5 mg/kg daily 200 mg base
Chloroquine-resistant malaria
Mefloquinec 5 mg base/kg weekly 250 mg base
or

Doxycyclined 1.5 mg/kg daily 100 mg
or
Primaquinee 0.5 mg base/kg daily with food 30 mg base
or
Atovaquone-proguanil 4/1.6 mg/kg daily 250/100 mg

aDetailed local knowledge of Plasmodium falciparum antimalarial susceptibility and malaria risk should always
be obtained.
bChloroquine should not be taken by people with a history of seizures, generalized psoriasis, or pruritus
previously on chloroquine.
cMefloquine is not recommended for babies less thanthree months of age. Mefloquine should not be taken by
people with psychiatric disorders, epilepsy, or those driving heavy vehicles, trains, aeroplanes, etc., or deep sea
diving.
dDoxycycline may cause photosensitivity. Use of sunscreens is recommended.
ePrimaquine is contraindicated in pregnancy and glucose-6-phosphate dehydrogenase deficiency.

404 Ashley and White



treatment or prophylaxis of vivax malaria. There are no drugs effective against
mdr falciparum malaria approved by the USFDA for use in pregnancy.

Antimalarial drugs have other therapeutic uses outside the treatment of
malaria, e.g., hydroxychloroquine is used as an antirheumatic, and in the manage-
ment of systemic lupus erythematosus and porphyria cutanea tarda. Quinine is also
used to treat babesiosis and night cramps. Pyrimethamine is used with sulphadox-
ine to treat cerebral toxoplasmosis. Atovaquone is a broad-spectrum antiparasitic
agent active against Pneumocystis jiroveci pneumonia (PCP), toxoplasmosis, and
babesiosis. Primaquine has also been used to treat PCP in combination with
clindamycin. The artemisinin derivatives have been shown to have activity against
a number of organisms in vitro and are effective in vivo against Schistosoma and
other trematodes; however, careless deployment of these drugs as monotherapies to
treat other diseases in malaria-endemic countries should be avoided (98).
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Section VII: Pharmacodynamics in Drug Development

20 Human Pharmacodynamics of Anti-infectives:
Determination from Clinical Trial Data

George L. Drusano
Ordway Research Institute, Albany, New York, U.S.A.

INTRODUCTION

Determination of the relationship between drug exposure and response or
between drug exposure and toxicity is key to achieving the ultimate aim of
chemotherapy—obtaining the maximal probability of a good therapeutic response
while engendering the smallest possible probability of toxicity.

In the area of anti-infective chemotherapy, there is a single difference from
other areas of clinical pharmacological investigation. In other areas, we deal with
receptors for the drug that are human in origin. There are true between-patient
differences in receptor affinity for the drug that are, currently, not measurable.
This unmeasured variance leads to difficulty in generating pharmacodynamic
relationships.

In anti-infectives, however, we are dealing with an external invader.
Whether we are dealing with bacteria, viruses, or fungi, we can, with few
exceptions (e.g., hepatitis C virus), grow the offending pathogen and obtain a
measure of the drug's potency for that particular pathogen. These measures have
different names, depending on the pathogen (e.g., minimal inhibitory concentra-
tion (MIC), effective concentration that reduces growth by half (EC-50), and
minimal fungicidal (static) concentration (MFC). These measures of pathogen
sensitivity to the drug can then be used to normalize the drug exposure in the
patient relative to the invading pathogen. This markedly reduces the observed
variability and improves the ability to define a relationship between exposure and
response.

DETERMINANTS OF A PHARMACODYNAMIC RELATIONSHIP
FOR ANTI-INFECTIVES
End Points
In order to determine a relationship between exposure and response or between
exposure and toxicity, the first step is to identify an end point. Such end points
differ according to what is being studied. End points may be continuous in nature
(e.g., change in glomerular filtration rate after drug exposure), dichotomous or
polytomous (e.g., success vs. failure; survival vs. death, and a three-point scale for
cure-improvement-failure), or time to an event (time to death, time to relapse, and
time to viral clearance). As will be discussed later, the end point chosen will in
many ways determine a good deal of the rest of the analysis.

The first and most important step in defining a pharmacodynamic relation-
ship is to obtain solid response end point data. If all other steps are performed
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well but the end point data are poorly defined, then the relationship will be poor
at best and possibly misleading.

Pathogen Identification and Susceptibility Determination
If one is attempting to construct an effect relationship (i.e., between drug exposure
and response), it is imperative that the offending pathogen be isolated and
identified and that the susceptibility of that specific pathogen to the drug being
used for therapy be measured. This is straightforwardly performed in many
clinical antibacterial trials, because pathogen identification and MIC determination
are integral parts of making a clinical study case both clinically and microbiologi-
cally evaluable for the Food and Drug Administration (FDA).

Amazingly little has been done regarding the EC-50 of viruses and their
influence on outcome in clinical trials of antiviral chemotherapy. It has only been
recently, with the availability of commercial homologous recombination assays or
rapid sequencing assays for HIV, that determination of drug susceptibility has
become a part of the clinical trial arena. Nonetheless, EC-50 has an important role
to play, as demonstrated by the data in Figure 1A to F. In this evaluation, the HIV
protease inhibitor indinavir was administered as a single agent. Plasma concentra-
tions were measured by high powered liquid chromatography (HPLC), and EC-50
values were determined for indinavir by the ACTG/DOD consensus assay. A
sigmoidal Emax effect model was fit to the data with area under the plasma
concentration–time curve (AUC), peak concentration, and trough concentration
each as the independent variable (Fig. 1A–C). In Figure 1D to F, the drug
exposures were normalized to the EC-50 of that patient0s virus (1). It can be seen
that the normalization improves the fit of the model to the data. It should be
noted that the normalization transforms several points from well off the best-fit
curve to an area where the fit improves. This is because of the added information
gained from treating a very susceptible viral strain.

It should also be noted that because the drug was administered at essentially
the same dose and schedule in all the patients, there is significant colinearity. That
is, one cannot make the peak rise without also raising the trough and without
increasing the AUC. Therefore one should not draw the inference from these data
that the AUC/EC-50 ratio is the pharmacodynamically linked variable for indina-
vir. Indeed, from other sources of data, the trough/EC-50 ratio or (perhaps
preferably) the time >EC–95 is the linked variable for protease inhibitors (2).
Clearly, normalization to a measure of potency for the viral isolate to indinavir
improves the relationship between exposure and response.

Much the same is true for any type of pathogen. Our ability to grow the
organism and identify its sensitivity to the therapeutic agent is key to our ability
to formulate an exposure-response relationship.

However, the measure of sensitivity of the pathogen to the drug, although
important, is not a sufficient condition for the development of a dynamics relation-
ship. In order to have the highest probability of attaining a robust dynamics
relationship, obtaining a good estimate of drug exposure for the individual patient
is also critical. This was seen in a neutropenic rat model of fluoroquinolone
pharmacodynamics (3). Two stable mutants of a parental strain of Pseudomonas
aeruginosa (MICs to the test fluoroquinolone of 1, 4, and 8 mg/L) were derived.
Therapy with the same dose of drug produced a clear difference in response by
MIC (80 mg/kg once daily as therapy with survivorships of 70%, 15%, and 0% for
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the groups challenged with MICs of 1, 4, and 8 mg/L, respectively). However,
when the dose was altered (20 mg/kg once daily for the MIC of 1.0 mg/L
challenge strain) so that the peak/MIC ratio and AUC/MIC ratio were the same
as those seen for the challenge group with an MIC of 4.0 treated with 80 mg/kg
once daily, the survivorship curves were identical. Because isogenic mutants were
employed, this demonstrates that both pieces of information (drug exposure plus
a measure of drug susceptibility) are necessary for the best pharmacodynamic
relationships to be developed.

Drug Exposure in Clinical Trial Patients
In the past, amazingly few pharmacodynamic relationships have been derived in
the anti-infective arena. Part of the reason for this is that patients being treated for
infections are often quite ill and unwilling or unable to undergo the rigors of a
traditional pharmacokinetic evaluation. Often, dose has been employed as a
surrogate for actual exposure estimates. This has proven to be a failed strategy.
Dose is a poor measure of exposure. There are true between-patient differences in
the pharmacokinetic parameter values such as clearance and volume of distribu-
tion. Such true differences (but unmeasured, when dose is used as a measure of
exposure) translate into large differences in peak concentration, trough concentra-
tion, and AUC in a population of patients receiving the same dose. It should not
be surprising that dose is a particularly poor measure of drug exposure and a
poor exposure variable to employ in developing pharmacodynamic relationships.

Figure 2 demonstrates the inadequacy of examining just dose as a measure
of drug exposure. This is the marginal density plot for clearance for levofloxacin.
This drug was studied in 272 patients enrolled in the first study to prospectively
develop a relationship between exposure and response (4). This was done in a
multicenter study that included 22 centers in the United States. In the study
protocol, patients with serum creatinine values in excess of 2.0 mg/dL were
excluded. Nonetheless, by inspection, the range of clearance exceeded tenfold. This
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also indicates that the range of AUC for a fixed dose would exceed tenfold.
Obviously, any attempt to link exposure to outcome employing dose as the
measure of exposure would be doomed to failure.

Over the past decade, a number of mathematical techniques have found
their way into the toolbox of the kineticist or clinician wishing to construct such
relationships.

Optimal Sampling Theory
The first is optimal sampling theory. This technique allows identification of sample
times that are laden with “information.” The definition of “information” is
dependent upon the measure that is defined by the user. For instance, the most
commonly employed measure is the determinant of the inverse Fisher information
matrix. This is referred to as D-optimality. It has several properties that are
desirable. The answers obtained are independent of how the system is parameter-
ized and are also independent of units. This measure also has the remarkable
property of replicativeness. That is, if one defines a four-parameter system, there
will be exactly four optimal sampling times. If the investigator wishes to make the
sampling scheme more robust to errors, D-optimality will tell the investigator to
repeat one of the optimal sampling times. This is because D-optimality is determi-
nistic and is based upon the (incorrect) assumption that there is only one true
parameter vector, without true between-patient variability. Most other measures
of information content (e.g., C-optimality and A-optimality) also suffer from being
deterministic. Publications by D0Argenio (5) and Retout and Mentre (6) extended
optimal sampling into the stochastic framework and allowed true between-subject
variability in the parameter values. This allows the investigator to increase the
number of samples and to have increasing amounts of information in the sampling
scheme for patients whose values are more removed from the mean values.

Traditional (deterministic) optimal sampling has been well validated.
Further, it is possible to employ traditional optimal sampling and still obtain
sampling schedule designs robust for a large portion of the population.

One problem with optimal sampling strategy is that it assumes that the
answer is already known, that is, one knows the true mean parameter vector for
the model system. This obviously places limitations on the use of optimal
sampling strategy in the early phases of drug development when little is known
regarding the “true” model to be employed for a specific drug and less is known
regarding the true mean parameter vector. Nonetheless, with only a little informa-
tion regarding these issues, optimal sampling has been employed successfully.

There was no validation of this technique in patients until a series of studies
were published by Drusano and coworkers (7–10). In what was, to our knowl-
edge, the first clinical validation of optimal sampling theory, the drug ceftazidime
was examined in young patients with cystic fibrosis receiving a single dose (7).
With the use of a Bayesian estimator, the optimal sampling subset of the full
sampling set produced precise and unbiased estimates of the important pharma-
cokinetic parameter values.

This group then examined the drug piperacillin in a population of septic,
neutropenic cancer patients (8). Whereas the study with ceftazidime was per-
formed with a single dose of drug, the study with piperacillin examined two
issues: (i) whether optimal sampling would provide precise and unbiased
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estimates of parameter values in the steady-state situation and (ii) whether
obtaining duplicate samples at the specified sample times would improve the
precision of parameter estimation.

The results demonstrated that optimal sampling would, as expected, provide
reasonably precise and unbiased parameter estimates. Further, this study also
showed that resampling at the designated optimal times did not improve the
precision of parameter estimation. The latter result was a bit of a surprise and flew
in the face of the then-accepted theory regarding optimal sampling. Optimal
sampling theory assumes that the mean parameter vector is known without error.
Further, true between-patient variance is not incorporated into the optimal sam-
pling time calculation. Given these limitations, it is not surprising that when
queried regarding the next most optimal time to obtain a sample after the original
optimal times have all been obtained, the theory forces one of the optimal times to
be repeated (property of replication). This strategy may improve the precision for
the mean patient, but in the clinical situation, where one is trying to construct a
population model (part of the creation of a pharmacodynamic model), it is
important to recognize that true between-patient variance exists for the parameter
values.

If an investigator is to limit the number of plasma samples obtained to an
optimal sampling set, it is important to know how robust optimal sampling is
with regard to errors in nominal parameter values. This group also addressed this
issue (10). Theophylline has been demonstrated to have its clearance altered by
smoking cigarettes. The degree of this alteration has been in the order of a 50%
increase in the mean clearance of the population. It was felt that by studying a
population of smokers as well as a population of nonsmokers and employing
optimal sampling strategies for both smokers and nonsmokers, they could exam-
ine how badly optimal sampling sets performed when systematic errors on the
order of 50% (either high or low) were introduced into the nominal value for
clearance. This study demonstrated that errors of this magnitude did not introduce
significant bias or imprecision into the overall estimation of theophylline clearance.
Further, because this study was performed in two stages, after the first stage they
embedded a sampling set that was calculated by employing the patient0s initial
parameter values estimated from the full sample set obtained during the first
stage. They demonstrated that the patient0s own optimal samples provide excellent
precision and minimal bias for the second stage of the study (patient by patient).
Such a finding is important in that it means that toxic drugs can be adequately
controlled with minimal sample acquisition, if patients are to be dosed over a
relatively long period of time (as is the case in antiretroviral chemotherapy).
Likewise, obtaining information about the patient0s parameter values for effect
control with limited sample acquisition also becomes possible in the routine
clinical situation.

Others have recognized the importance of optimal sampling theory in
guiding the acquisition of plasma samples in the clinical trial setting for the
development of exposure-response relationships. Forrest0s group (11) developed
an optimal sampling strategy for ciprofloxacin that is useful in the environment of
seriously ill hospitalized patients with lower respiratory tract infections. Fletcher
and coworkers (12) adapted optimal sampling strategy to the AIDS arena for the
development of concentration-controlled trials.
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Population Pharmacokinetic Modeling
The second technique is population pharmacokinetic modeling. Credit for the
initial development of this technique reflects to Sheiner and coworkers (13–15).
After the initial development of the NONMEM system, other groups developed
population modeling programs—Mallet (NPML) (16), Schumitzky et al. (NPEM)
(17), S-ADAPT of Bauer (18), Davidian and Gallant (19), Lindstrom and Bates (20),
and Forrest et al. (21), among others. Population modeling allows the development
of a mean parameter vector for the model without requiring that every patient
have a robust sampling set. It also provides an estimate of the covariance matrix,
allowing construction of parameter distributions and also allowing Monte Carlo
simulations, which has recently been shown to be useful in evaluation of doses
and schedules. Of course, the important issue with population modeling is that
the data must be well timed. The looseness of execution often associated with
performing population pharmacokinetics modeling is not an excuse for poor
timing of samples collection. Such poor attention to detail can have a severe
adverse impact upon the estimates, rendering them either biased or imprecise.
Nonetheless, it should be recognized that the ability to perform population
modeling has resulted in nothing short of a revolution in our ability to obtain
information about drug disposition in ill-target patients. The data presented in
Figure 2 are from an analysis employing NPEM (4). Ill patients with community-
acquired infections were studied, with each patient having an optimal sampling
set of seven plasma determinations, each guided by stochastic design theory.

Human Pharmacodynamics of Anti-infectives
Once population modeling has been performed, it is then useful to perform
Bayesian estimation. This allows point estimates of the model parameters to be
obtained for all the patients in the populations. Measures of drug exposure
[peak concentration, trough concentration, and AUC can be calculated and then
normalized to the potency parameter (e.g., peak/MIC ratio, AUC/MIC ratio, and
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time > MIC). It is now possible to examine the relationship between exposure and
response and/or toxicity.

In the study cited above, a parameter vector was calculated for each patient
by Bayesian estimation. The plasma drug concentrations were then simulated for
the specific times they were obtained, and a predicted versus observed plot was
produced. Figure 3 displays this analysis. The best-fit line was:

Observed ¼ 1.001 · predicted + 0.0054, r2 ¼ 0.966; p << 0.001

Once robust estimates of parameter values are obtained for each patient, it is
straightforward to attempt to link measures of exposure (peak concentration/MIC
or AUC/MIC ratio, time > MIC, etc.) to outcomes. For continuous outcome
variables (e.g., viral copy number and CD4 counts), continuous functions such as
a traditional sigmoidal Emax effect function would be a natural choice (Fig. 1A–F).

However, clinical trials frequently have either dichotomous outcome vari-
ables (e.g., success/failure and eradication/persistence) or time-to-event end points
(e.g., time to death, time to opportunistic infection, and time-to-lesion change in
cytomegalovirus retinitis). For dichotomous outcome variables, logistic regression
analysis is a natural choice. For the prospective study examining levofloxacin cited
above, we had an analysis plan that tested 13 covariates univariately (4,22). Model
building then ensued from the covariates that significantly altered the probability
of a good clinical or microbiological outcome (separate sets of analyses). The final
models for clinical and microbiological outcomes are displayed graphically in
Figures 4 and 5, respectively.

It should also be noted that small boxes on the probability curve denote
independent variable “breakpoints.” These are arrived at through classification
and regression tree (CART) analysis. These merely indicate that patients whose
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independent variable (here, peak concentration/MIC ratio) has a value equal to or
greater than the breakpoint value have a significantly higher probability of
obtaining a good outcome. CART is a useful adjunctive technique in pharmacody-
namic analyses but should probably be seen as an exploratory tool and one for
rational setting of breakpoints. Logistic regression should be seen as a primary
tool for analysis with dichotomous end points.

In addition to modeling success/failure, logistic regression can also be
employed to model the probability of occurrence of toxicity. An example can be
seen in the analysis of aminoglycoside-related nephrotoxicity published by Rybak
et al. (23). These authors performed a prospective, randomized, double-blind trial
in which patients received their aminoglycoside either once daily or twice daily.

In the final model, the schedule of administration, the daily AUC of
aminoglycoside, and the concurrent use of vancomycin all independently influ-
enced the probability of occurrences of aminoglycoside-related nephrotoxicity.

Sometimes, as with the therapy of cytomegalovirus retinitis, the end point
examined is the time to an event, here the time to CMV lesion progression. In this
circumstance, after having performed the Bayesian estimation, the measures of
exposure may be employed as covariates in a Cox proportional hazards model
analysis. This semiparametric approach is a useful way to approach such analyses.
For those instances where fuller knowledge of the shape of the hazard function is
available, fully parametric analyses (e.g., Weibull analysis) can be performed.

In an analysis of the use of foscarnet for the therapy of cytomegalovirus
retinitis, Drusano et al. (24) performed a population pharmacokinetic analysis
followed by Bayesian estimation. The exposures then became part of the pharma-
codynamic analysis. Five covariates were examined: (i) baseline CD4 count, (ii)
peak CD4 count during therapy, (iii) whether or not the patient had a baseline
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blood culture positive for CMV, (iv) the peak concentration achieved, and (v) the
AUC achieved. Trough concentrations were not considered, because they would
generally be below the level of assay detection. In fact, all five covariates
significantly shifted the hazard function. With model building, only AUC and the
baseline CMV blood culture status remained in the final model. Figure 7
demonstrates the exposure response from the final Cox model.
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Evaluation of Dose and Schedule by Monte Carlo Simulation
Monte Carlo simulation has recently been demonstrated to be useful for the
evaluation of doses and schedules for anti-infective agents. This technique was
first applied for this purpose by Drusano at a meeting of the FDA Anti-Infective
Drug Products Advisory Committee (25). Two applications are demonstrated here.
The first is for dose adequacy and for preclinical MIC breakpoint determination.
The second is for the evaluation of the dosing schedule.

To evaluate the adequacy of a 500 mg dose of the fluoroquinolone levoflox-
acin, Drusano and Craig collaborated for the following analysis. The mean
parameter vector and covariance matrix from the levofloxacin study cited earlier
were employed to create a 10,000 subject Monte Carlo simulation. The AUC
distribution for a 500 mg i.v. dose for these subjects was generated. The data from
the levofloxacin Tracking Resistance in the United States Today (TRUST) study
were employed for the MIC distribution for Streptococcus pneumoniae. The key for
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this analysis was to set a “target goal.” Craig's mouse thigh model allowed setting
the AUC/MIC target goal of 27.0 (total drug) associated with stasis and 34.5 (total
drug) for a drop in the CFU of one log10 unit (associated with the shutoff of
bacteremia) for levofloxacin (Craig WA. Personal communication). Each of the
10,000 AUCs in the distribution was divided by the MIC range from 0.125 to 4.0
(in a twofold dilution series). The resultant values were compared to the target
goals, and the frequency with which the target was achieved was ascertained. The
outcome of this analysis is displayed in Figure 8A.

It is obvious that the goal-attainment rate is 100% for both targets until an
MIC of 0.5 mg/L is reached. At 1.0 mg/L, both target attainments decline, but
both are in excess of 90%. Only after this do we see a large decline in target
attainment.

Much of the outcome observed depends upon the MIC distribution. If,
instead of employing the TRUST data from 1998–1999 (Trust IV), one employs
TRUST VI, a different MIC distribution is seen. Furthermore, Ambrose et al. (27)
demonstrated that a free drug AUC/MIC ratio of 30 is associated with a good
clinical outcome in patients. These two changes are displayed in Figure 8B. It is
clear by inspection that the target-attainment rate at 1.0 mg/L, where the bulk of
the clinical isolates reside, is below 80%.

If one uses a 750 mg levofloxacin dose, the resultant target attainment at an
MIC of 1.0 mg/L for the TRUST VII distribution approximates 95% (Fig. 8C).

It is possible to remove the variability in the MIC by performing an
expectation over the MIC distribution. In essence, we can multiply the target-
attainment rate by the fraction of the strains of pneumococcus represented at each
levofloxacin MIC value. This gives us an estimate of the target-attainment rate in a
clinical trial, subject to the assumptions that the MIC distribution is representative
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of that seen in clinical trials and that the AUC distribution likewise representative
of a clinical Trial. The target-attainment rates are shown in Table 2.

This example demonstrates that a 500 mg dose of levofloxacin would likely
be adequate for pneumococcal infections, given the distribution of the AUCs for
the drug and the distribution of the MICs in TRUST IV. By Trust VII, a 750 mg
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levofloxacin dose would be required for robust activity with the new target value
and with the changed MIC distribution. This has been demonstrated in clinical
trials of levofloxacin in community-acquired pneumonia (22,28,29).

It is also possible to examine schedule with this technique. Drusano et al.
(30) examined the combination of abacavir plus amprenavir for HIV. The interac-
tion of the two agents was quantitated in the presence of human binding proteins
in vitro using the Greco interaction equation (31). Population pharmacokinetic
models were then derived from clinical trial data for both drugs. Monte Carlo
simulations were derived of the effect-time curves for 500 subjects. In the simula-
tions, doses of 300 mg of abacavir every 12 hours (q12h) plus 800 mg of amprena-
vir every eight hours (q8h) were simulated, as well as doses of abacavir 300 mg
every 12 hours plus 1200 mg of amprenavir every 12 hours. In Figure 9A and B,
the mean concentration-time profiles are shown for the various simulations for 500
subjects. Figure 9C and D show one subject selected from the population. Figure 9E
and F show the effect versus time curves derived from that specific patient at steady
state for the different schedules of administration.

The effect-time curves can be integrated over a 24-hour steady-state interval
and divided by the interval length (24 hours). An average percent of maximal
effect results from the calculation. These are plotted in Figure 10 for the two
schedules of administration for all 500 simulated subjects.

It is obvious from inspection that the schedule of administration that is more
fractionated for the protease inhibitor (amprenavir q8h) is providing greater
effects. This can clearly be seen in the frequency histograms presented in Figure 11.
Irrespective of how one tests the differences between regimes (frequency > 90%
maximal effect, frequency > 70% maximal effect, difference between mean percent
maximal effects), the more fractionated regimen is always statistically significantly
superior.

TABLE 1 Precision (%) of Kinetic Parameters of Theophylline as Determined from Different
Optimal Sampling Strategies Relative to Those Determined from the Full Sampling Strategya

– Vc VSS Varea Scl T1/2*

Correct7 2.20 1.26 1.30 2.97 2.99
Wrong7 1.66 1.01 1.04 3.56 3.98
Patient's7 2.28 1.34 1.30 2.98 3.66
Patient's4 2.60 2.20 2.28 2.99 3.77

aCorrect7 represents the seven sample times derived from the “correct” prior population. Wrong7 represents the
seven sample times derived from the “wrong” prior population. Patient's7 and Patient's4 represent the seven and
four sample times derived from the patient's own prior parameter values.

TABLE 2 Levofloxacin 10,000-Subject Monte Carlo Simulation: Target Attainment Over a 4296
Isolate Database of Streptococcus pneumoniae

Target 1 Log drop (34.5 AUC/MIC ratio) Stasis (27 AUC/MIC ratio)
Attainment 94.7 97.8

Target Attainment for a fAUC/MIC ¼ 30
500 mg Levofloxacin 750 mg Levofloxacin
86.7% 95.6%

Abbreviations: AUC, area under the plasma concentration–time curve; MIC, minimal inhibitory concentration.
Source: PK parameters, from Ref. 26; Isolate MICs from the 1998–1999 TRUST study; target-attainment data
from Craig WA. Personal communication; Ambrose target from Ref. 27.
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Consequently, Monte Carlo simulation can be used for both dose and
regimen evaluations and can also set preclinical and, after the human pharmaco-
dynamic trials have been performed, clinical MIC breakpoints. It is obvious that
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there are other uses for this flexible and powerful technique for the clinical arena
[e.g., drug penetration to the site of infection (32)].

DEVELOPING RELATIONSHIPS BETWEEN ANTI-INFECTIVE EXPOSURE
VS. RESPONSE—HOW TO DO IT?

Each of the foregoing examples leads to a simple paradigm. It is straightforward
to attempt to define pharmacodynamic relationships in the clinical trial setting.
The approach is set forth in Table 3. Once such relationships are defined,
particularly when relationships are available for efficacy and toxicity, as is the case
for aminoglycoside antibiotics (23,33), the true goal of anti-infective chemotherapy
(maximal effect with minimal toxicity) can be sought by using stochastic control
techniques (34). As part of the approach, it is clear that plasma concentration
determination is a requirement. It should be brought home forcefully to pharma-
ceutical sponsors that the paradigm has shifted. We can successfully seek and
generate such relationships. In the “old days,” the necessity for concentration
determination was the death knell for the development of a compound. Now it is
clear that for the patient0s sake we can achieve maximal probability of a good
clinical and microbiological outcome coupled with the minimal probability of
toxicity and (perhaps) emergence of resistance by measuring drug concentrations
in plasma. This should be the new (and positive) way of differentiating drugs. We
should prefer those that provide us the possibility of having a rational basis for
producing the best patient outcomes. Again, third party payors also need to
understand that drugs with such relationships developed should have priority on
clinical pathways, because they provide maximal probability of response with
minimal probability of toxicity.

Finally, the approach set forth in Table 3 works well. Ambrose et al. (35) have
recently reviewed generation of exposure-response relationships in man for anti-
infectives. They reviewed dynamic relationships developed for hospital-acquired
pneumonia with fluoroquinolones (36,37), community-acquired respiratory tract
infections with fluoroquinolones, b-lactams and telithromycin (38–40), and bacter-
emia with oritavancin and linezolid (41,42), as well as complicated skin and skin-
structure infections with linezolid and tigecycline (42,43). There is no excuse now
for new clinical trials not to include aspects where the relationship between

TABLE 3 Paradigm for the Development of Exposure-Response Relationships for
Anti-Infective Agents

Decide on an end point
Make potency measurements on pathogens from trials (MIC, EC-50, etc.)
Obtain exposure estimates for patients from those trials
Stochastic design for sampling scheme
Population pharmacokinetic modeling
Bayesian estimation for individual-patient exposure estimates

Decide on an end point analysis (the following are examples only)
Sigmoidal Emax analysis for a continuous variable
Logistic regression for dichotomous/polytomous outcomes
Cox proportional hazards modeling (or a variant) for time-to-event data
Classification and regression tree analysis for breakpoint determination

Stochastic control when effect-toxicity relationships are available

Abbreviations: MIC, minimal inhibitory concentration; EC–50, effective concentration that reduces growth by half.
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exposure and response as well as exposure and toxicity can be elucidated. Indeed,
in an era where regulatory requirements are tightening and where superiority trials
are being either demanded or heavily encouraged, this type of relationship delinea-
tion provides the highest likelihood of meeting the regulatory requirements with a
modest number of well-studied patients. This is in everyone's best interest.
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21 Application of Pharmacokinetics and
Pharmacodynamics in Antimicrobial Global
Drug Development

Sujata M. Bhavnani
Institute for Clinical Pharmacodynamics, Ordway Research Institute, Inc.,
Albany, New York, U.S.A.

INTRODUCTION

The implementation of a global drug development strategy is a challenging, time-
consuming, and expensive process. To gain approval to market a drug, sponsors
are required to provide rigorous evidence of efficacy and safety using data from
large multicenter, randomized, controlled clinical trials. In the United States (US),
for example, the Food and Drug Administration (FDA) requires that at least two
clinical studies in the same targeted patient population be performed to confirm the
reproducibility of the evidence demonstrating efficacy, safety, and dose–response
of the investigational agent. Data used to obtain regulatory approval in one region
(e.g., the US), however, often prove insufficient to obtain approval in another
region (e.g., Japan), thereby necessitating the further collection of clinical trial data
in the new region of interest. Such duplication of previously collected registrational
clinical trial data not only requires additional resources, but may also result in a
significant delay in bringing the drug to market in the new region.

The landscape of global drug development has been, however, changing over
the last two decades. In April 1990, drug-regulatory authorities and pharmaceutical
industry associations from Japan, the European Union (EU), and the US assembled
to develop standardized or “harmonized” drug-regulatory requirements for these
three regions (1). This unified effort resulted in the establishment of “The Interna-
tional Conference on Harmonisation of Technical Requirements for the Registration
of Pharmaceuticals for Human Use” (ICH). One set of ICH guidelines, “E5, Ethnic
Factors in the Acceptability of Foreign Clinical Data” (2), has been especially useful
in providing a framework for evaluating (i) the likelihood of the impact of ethnic
factors upon the safety and efficacy of a particular dosing regimen and (ii) the
appropriateness of “bridging” data from two ethnically distinct populations. When
appropriate, bridging strategies may be employed to maximize the utility of
previously collected data by allowing for an extrapolation of data from one region
or ethnic group to another. The application of pharmacokinetic–pharmacodynamic
(PK–PD) principles to bridging strategies for the development of antimicrobial
agents provides the opportunity to optimize dose selection and thereby the
likelihood of regulatory success in multiple regions. In this chapter, the ICH E5
guidelines are reviewed together with the application of PK–PD principles to the
development of antimicrobial agents.
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BRIDGING DATA AND BRIDGING STUDIES

As part of a global drug development plan, bridging strategies designed to
maximize the utility of existing data can include at least two distinct components:
bridging of data from a preexisting clinical data package and actual bridging
studies carried out in the new region of interest. The former utilizes selected data
from a complete clinical data package that are relevant to the ethnic population of
the new region, including PK, PD, and dose–response data. In the latter case, a
bridging study may be performed in the new region to provide PK, PD, or clinical
data on efficacy, safety, dosage, and dose regimen for that same region, the results
of which may justify the extrapolation of the existing clinical data to the population
in the new region (2).

The exact nature of the bridging study is dependent upon prior experience
with the drug class, especially as it relates to the likelihood that ethnic factors could
affect the nature of the drug safety, efficacy, and dose–response relationship.
Extrapolation of clinical data may be feasible without a bridging study if the drug
has minimal potential for ethnic sensitivity and if other regional factors (such as
medical practice and conduct of clinical trials) of the two regions are similar. Even
in the case where the drug has the potential for ethnic sensitivity, extrapolation of
clinical data may still be possible without a bridging study if there is sufficient
clinical experience with agents from the same class.

As outlined in the ICH E5 guidelines (2), a controlled PD bridging study may
be required if two regions are ethnically dissimilar and the drug has the potential
for ethnic sensitivity. In these studies, a pharmacologic end point that is reflective of
relevant drug activity (e.g., a well-established surrogate end point) may be
evaluated and these data may be used to support the extrapolation of preexisting
efficacy, safety, dose, and dose regimen data to the new region. However, the
availability of fully validated surrogate end points is limited (3,4).

When ethnic variability in pharmacodynamics is observed, the cause is
usually related to variability in PKs. Thus, the evaluation of PKs in the above-
described studies can further enhance the value of the study. In cases where ethnic
variability in PKs suggests that there will be differences in response, adjustment of
dosage regimens may be adequate without the need for a new trial (2). Data
supporting ethnic differences in PDs among patients with similar exposures are
limited. However, the literature for propranolol provides data describing the
influence of race/ethnicity on factors affecting drug response including PKs,
receptor subtype distribution, and sensitivity (5). In such cases where PD data
suggest that there are interregional differences in response that are independent of
PKs, a trial with clinical end points will likely be required (2).

Unlike drugs such as propranolol, the PD end points for antimicrobial agents,
for example microbiological response, are primarily influenced by the PKs and
potency of the agent to the bacterial organism, the latter of which is described by
the minimum inhibitory concentration (MIC). In contrast to other classes of agents,
the pharmacological effect of antimicrobial agents is driven by the binding of the
drug to the bacterial receptor site. Thus, interregional differences in PDs will be a
function of the differences in PKs and MIC distributions for the pathogens of
interest, rather than differences in drug affinities for human receptors.

Despite the demonstration of safety in the original region, region-specific
factors may elevate the concern for safety in the new region. Depending upon the
nature of the safety concern, data could be obtained from a bridging study
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primarily evaluating efficacy but with a sufficient sample size to monitor for the
safety event of interest (2). Given that adverse events are often a function of
elevated exposure, the evaluation of PKs in a bridging study designed to also
evaluate for safety end points is crucial. If a bridging study for efficacy is not
required or is of insufficient duration to evaluate for safety information, a separate
safety study may be needed (2). For rare but important adverse events, a larger
study may be requested. In some cases, this could represent a Phase 4 commitment.

Evaluation of Ethnic Factors
The success of bridging data from a complete clinical data package to a new region
or extrapolating data through bridging studies is dependent upon the degree of
similarity between populations. The ICH E5 guidelines suggest that data from two
populations of different ethnicity may be appropriately bridged if the data from the
two populations are sufficiently “similar” (2). Although not explicitly defined, two
populations may be considered “similar” for a specific parameter if the difference in
that parameter between populations is not likely to influence clinical efficacy or
safety. The likelihood that two populations will be similar in clinical efficacy or
safety end points may be inferred by assessing both the PK and the PD properties
of an agent and the potential for impact of ethnic factors on these properties.
Similarity between populations may be anticipated if the agent possesses PK and
PD properties with minimum potential for ethnic sensitivity.

Extensive reviews of the literature have served to show differences in PKs by
ethnic groups for many different classes of drugs (5,6). While differences in absorp-
tion, distribution, metabolism, and excretion have been observed among ethnic
groups, interethnic variability in PKs has largely been associated with differences in
metabolic handling. The ICH E5 guidelines suggest that minimal differences
between populations may perhaps be anticipated for drugs demonstrating linear
rather than nonlinear PKs (2). However, isoniazid represents an example of an
antimicrobial agent with linear PKs (7) and impressive ethnic sensitivity (7,8). For
drugs with nonlinear PKs and ethnic sensitivity, concentrations at which saturable
clearance is evident may be different among subpopulations. Greater differences
among populations may be anticipated if an enzyme with the potential for genetic
polymorphism represents a predominant route of drug elimination. Thus, a lower
likelihood for interpopulation variability may be expected for an agent with a
minimal degree of drug metabolism or if metabolism is accomplished through
multiple pathways. The following represent additional PK characteristics, which
may favor successful bridging of data among populations: a low potential for
drug–drug, drug–food, and drug–disease interactions, high bioavailability with
little-to-no first-pass effect, and a low degree of protein binding (2).

While the nature of PK–PD relationships is not likely to change among
populations, factors affecting PKs will have an impact upon exposure and thus, the
risk for a subtherapeutic effect or a safety event at a given dose. For example, if
weight distributions are known to differ between two populations, the area under
the concentration–time curve (AUC) at a given dose would be expected also to
differ for a drug for which weight is an important determinant of clearance. Higher
exposures at a given dose would be expected in the population with lower weight
distributions, and accordingly, the risk for an exposure-related adverse event may
also be higher in this population. Although less frequent, examples of ethnic
differences in PDs have been observed that appear to be independent of differences
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in PKs (5). As with polymorphisms of drug-metabolizing enzymes, the nature of
the binding to a pharmacologic drug target, and hence drug response, is also
influenced by genetic polymorphisms (9). In addition, other non-PK factors may
affect the probability of clinical efficacy or a safety event such as the prevalence of
comorbid conditions, and differences in medical practices including diagnosis and
assessment of response.

Factors with the potential for ethnic sensitivity and for having an impact on
PKs and/or PDs may be grouped into two categories: intrinsic and extrinsic.
Intrinsic factors are those that describe genetic and physiologic characteristics, and
extrinsic factors are those that describe the cultural and environmental character-
istics of a population. Examples of intrinsic factors include genetic polymorphisms
of drug metabolism, height, weight, body composition, or differences in disease
pathophysiology. Extrinsic factors tend to be less genetically and more culturally
and behaviorally determined. Examples of extrinsic factors include the social and
cultural aspects of a region such as diet, use of tobacco, use of alcohol, exposure to
pollution and sunshine, and socioeconomic status. Medical training, clinical prac-
tice guidelines, and practices in clinical trial conduct and assessment of outcome
measures are also important examples of extrinsic factors, which influence the
value of clinical studies conducted in different regions (2). The classification of
intrinsic and extrinsic factors is shown in Figure 1.

In addition to the extrinsic factors described, cultural perceptions are also a
very important determinant of regional variability in medical practices and patient
behavior (10). Understanding region-specific cultural perspectives may help to
predict how a patient may perceive illness and death and how likely a patient
will be to communicate, disclose information, report adverse events, and seek
treatment.

Comparisons by relevant intrinsic or extrinsic ethnic factors may be useful to
define and identify important differences between populations, as such differences
may influence the ability to extrapolate clinical data between regions. Thus, under-
standing variability in the intrinsic and extrinsic factors of interest and the potential
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impact of these factors on PKs and PDs is an essential element in designing and
implementing multinational clinical studies and interpreting the results of such
studies.

USE OF PK–PD PRINCIPLES FOR ANTIMICROBIAL DRUG DEVELOPMENT
Background
Over the last few decades, our understanding of the relationship between the PKs
and PDs of antimicrobial agents has grown exponentially. This has been due in
great part to the use of in vitro and animal models of infection, both of which have
permitted the exploration of exposure–response relationships for efficacy for most
antimicrobial agents against a multitude of microorganisms. As a result of this
collective body of work, the PK–PD measure most closely associated with in vivo
efficacy and the magnitude of the measures predictive of efficacy have been
identified for many classes of agents (11,12). PK–PD data from infected patients
have provided the opportunity to evaluate the degree of concordance between
these data and those from in vitro and animal PK–PD studies. In multiple clinical
indications and across different drug classes, the magnitudes of PK–PD measures
necessary for clinical effectiveness in patients were shown to be similar to those
identified from animal data (13).

Given these findings, there has been a recent and growing appreciation of the
potential value of incorporating PK–PD principles gained from nonclinical models of
infection into the early stages of clinical drug development for antimicrobial agents.
The integration of PK–PD relationships derived from nonclinical infection models
with Phase 1 PK data can be used to optimize antimicrobial dosing regimens for
Phase 2 and 3 studies (14,15). The early integration of such knowledge has been
advocated by the US FDA to increase the probability of selecting clinically efficacious
antimicrobial dosing regimens for Phase 2/3 development (16). In addition to using
PK–PD analyses to support early dose selection, sponsors are encouraged to
compare early predictions to subsequent clinical trial results. In this regard, PK–PD
analyses of Phase 2/3 studies allow for the validation of dose regimen selection
decisions and provide the opportunity to “close the loop” between decisions made
during the early and late clinical development of an agent (17).

In a recent review, approximately 50% of Phase 3 clinical trials across many
classes of drugs were reported to have failed, with poor dose selection representing
an important factor (18). As described above, the use of preclinical PK–PD infection
models have been highly encouraged by the FDA as a guide to early dose selection
decisions for antimicrobial agents (16,17). Thus, early consideration of PK–PD
principles for dose selection along with evaluation of potential ethnic or regional
factors that will have an impact upon the PKs or PDs of an investigational agent
and the planning of efficient bridging studies will increase the likelihood of
successfully obtaining simultaneous registration in multiple regions.

Sources of PK and PD Variability
Drusano et al. first described the paradigm whereby dose selection decisions for
antimicrobial agents could be supported on the basis of PK–PD (14). Using
mathematical modeling and Monte Carlo simulation, the following variables are
considered to identify doses for further clinical study: (i) the variability in the in
vitro activity of an antimicrobial agent against clinical isolates, (ii) the variability
in antimicrobial exposure, (iii) the PK–PD target measures developed from animal
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infection models, and (iv) the protein-binding characteristics of the investigational
agent. Given that data for the latter two variables are based on animal infection
models and in vitro determinations, respectively, the potential for the influence of
regional differences in these data is minimal. However, the potential for tremen-
dous differences in regional susceptibility patterns for an investigational agent has
been demonstrated by the large surveillance systems, which collect and test the
susceptibility of isolates collected globally (19–21).

For example, the rate of antimicrobial resistance for microorganisms such as
Pseudomonas aeruginosa has been shown to vary tremendously by different regions
of the world. In Latin America, the rate of resistance to many agents is higher than
in other regions of the world, including the United States. Using meropenem as an
example and examining data from the SENTRY Antimicrobial Surveillance Pro-
gram between 1997 and 2000, the rate of resistance of P. aeruginosa to this agent was
15% in Latin America whereas in North America, the rate was only 4.8% (19).
Given such differences in MIC distributions, the proportion of clinical successes
across the MIC distribution would differ from region to region. Thus, the overall
performance of an individual agent has the potential to differ immensely from
region to region.

As described above, the variability in antimicrobial exposure among popula-
tions will be directly related to how an individual agent is handled and the
potential for impact of intrinsic factors on exposure including body size, degree of
kidney and liver function, and genetic polymorphisms of drug metabolism.
Nonclinical and clinical PK studies have served to demonstrate the impact of body
size on different physiologic functions related to drug elimination, including liver
blood flow, metabolic rate, and glomerular filtration rate (22–27). For drugs
primarily eliminated by glomerular filtration rate, evaluations for a number of
drugs across therapeutic classes have demonstrated a significant relationship
between body size and drug clearance. For example, 57% of the variability
in amikacin clearance can be explained by variability in estimated creatinine
clearance, for which body weight is an input (28). Not surprisingly, amikacin is
also an example of an agent for which dosing recommendations are based on body
weight and creatinine clearance.

Since drug clearance is a function of both rate of elimination and volume of
distribution, it is important to understand the impact of body size on both the
clearance and the volume of distribution of an investigational agent. In a review by
Green and Duffull (29), studies among obese and nonobese subjects, which assessed
the quantitative relationship between drug clearance or volume and various
descriptors of body size were evaluated. These authors found that few studies
evaluated the relationship between body size and either body clearance or volume
of distribution in a quantitative manner. Despite the lack of quantitative studies,
most studies found total body weight to be the best descriptor of volume and lean
body mass to be the best descriptor of clearance. Even when a statistically significant
relationship is found between body size and clearance or volume, however, it is
important to evaluate the magnitude of impact of such a covariate on exposure.
In the case of oritavancin, an investigational glycopeptide, body weight was found
to be a significant covariate of clearance and central volume. However, with the
exception of patients in the highest weight category (�140 kg), the actual magnitude
of impact on the maximum concentration (Cmax) or daily AUC value was generally
modest (an absolute difference of 10–20%) for patients in weight groups above or
below 70 to 90 kg (30). A subsequent exposure–response analysis of efficacy in
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patients with bacteremia failed to reveal a relationship between weight (as repre-
sented by ideal body weight) and microbiological response (31).

Examination of body weight of subjects across Japan versus the US has
demonstrated lower measures of body mass index (BMI) and a lower prevalence of
obesity among subjects from Japan (32) compared to those from the US (33).
Additionally, body compositions studies have shown similar such patterns for BMI
values between Caucasians and Asian populations. These studies have also served
to show that the relationship between BMI and percent body fat is influenced by
age, sex, and ethnic group (34). Such observations may be explained by differences
in frame size and relative leg length, physical activity, and/or dietary practices
among different ethnic groups. For example, the protein source in Japanese diets
has traditionally been fish and vegetables, with minimum consumption of animal
fat (35). However, as Western influences have become more prevalent in Japan and
Asia and as urbanization has increased and transaction costs have decreased, there
has been a growing intake of meat among individuals in these populations (36,37).
As has been seen in Caucasian populations, the pattern of BMI and body fat is thus
expected to increase more rapidly from the second decade of life to middle age
among future Japanese and Asian populations.

When one considers the number of drugs that have been approved in Japan at
lower doses than in Western countries (38), concern for safety events at higher
exposures for a given dosage regimen certainly appears to have been an important
consideration in regions where subjects weigh less. For example, the approved
range of daily doses for imipenem/cilastatin is 500 to 1000 mg in Japan, whereas it
is 1000 to 4000 mg in the US and EU. Since body weight has been shown to
significantly affect drug clearance for certain agents, the evaluation of differences in
body size may be an important consideration for successfully implementing a
bridging strategy.

Genetic factors such as variations in drug targets, drug transporters, and drug-
metabolizing enzymes also have the potential to influence PK variability (9,39–41).
With respect to drug metabolism, genetic polymorphisms of cytochrome (CYP) P450
enzymes can represent a very important source of interindividual PK variability of
drugs. The majority of drugs are metabolized by CYP3A4 and CYP2D6, with
CYP2C9 and 2C19 also representing important isoenzymes. These enzymes serve
to catalyze the Phase 1 biotransformation of many endogenous substrates and
drugs. Phase 2 biotransformation reactions, the enzymes for which are also subject
to genetic polymorphisms, include glucuronidation, sulfation, acetylation, methyla-
tion, conjugation with glutathione, and conjugation with amino acids. Figure 2
illustrates the relative percentages of Phase 1 and Phase 2 enzymes associated with
metabolism of drugs. The contribution of each enzyme to drug metabolism is
represented by the relative section size of the corresponding pie chart (41).

Differences in metabolic activity among ethnic groups have been observed for
many different classes of drugs (5,6). Although many enzymes manifest ethnic
variability, the most detailed information available relates to the differences
between Asian and Caucasian populations in CYPs such as CYP2D6, CYP2C,
CYP3A, CYP1A2, and CYP2A6 (6). For CYP2D6, the gene encoding for which is
highly polymorphic, at least 70 alleles have been identified. Thus, the potential for
interindividual variability in the rate of CYP2D6-mediated metabolism of many
drugs is high (5). For example, the Cmax and AUC of nortriptyline, which is
substrate of CYP2D6, were reported to be 23% and 58% higher in Japanese after
half the dose administered to American Caucasians (42). With respect to CYP2C
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enzymes, all members of this subfamily exhibit genetic polymorphism. An example
of this variability was seen when the PKs of omeprazole were compared between
Chinese and American-Caucasian subjects. Mean values for AUC from zero to
infinity were 70% higher in Chinese extensive metabolizers than in American
Caucasian extensive metabolizers (43).

In the case of erythromycin, which is a substrate of CYP3A, CYP1A2, and
CYP2A6, differences in AUC and Cmax have been found to be 32% and 48%
higher, respectively, in Koreans than in Caucasians (44). Isoniazid is another
example of an agent with demonstrated ethnic sensitivity. Isoniazid is primarily
metabolized by arylamine N-acetyltransferase-2 (NAT2). Single nucleotide poly-
morphisms (SNPs) of the NAT2 gene result in two human phenotypes (45), fast
acetylators who have an isoniazid serum half-life (t½) of 0.9 to 1.8 hours, and slow
acetylators who have a t½ of 2.2 to 4.4 hours (7). Due to varying distributions of
NAT2 SNPs, populations will exhibit different proportions of fast and slow
acetylators. For example, the proportion of slow acetylators in subjects in Shanghai,
China has been reported to be 12% (8). In contrast, 67% of subjects from the US
were found to be slow acetylators (7). Such variability in metabolic activity has the
potential to impact the magnitude of exposure for a given dosage regimen, thereby
impacting the probability of both the response and the development of bacterial
resistance for antimicrobial agents such as erythromycin and isoniazid.

If a drug is known to be prone to such differences in PKs due to genetic
polymorphisms of CYP P450, subjects should be screened and randomized to
ensure homogeneity among populations for studies undertaken. Study designs that
account for these differences will ultimately reduce the confounding due to
differences in the distribution of response.
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ferase; UGTs, uridine 50-triphosphate glucuronosyltransferases.
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APPLICATION OF PKS-PDS AND BRIDGING STUDIES

Development of the ICH E5 guidelines, which began in 1992, proved to be among
the most challenging, as evidenced by the extensive discussions that ensued. This
guideline was finally adopted for implementation in March 1998 (2). In August
1998, the guideline received official notification in Japan (46). Since this time,
bridging of data appears to have been successfully carried out in Japan. A review
of 26 new drug applications (NDAs) approved in Japan from 1998 to 2003
demonstrated that drug approvals based on bridging strategies increased from
3.2% in 1999 to 25% in 2003 (47). Of note, 12 of these NDAs were approved with
mandatory postmarketing requirements for collecting additional safety informa-
tion. Given that the execution of a bridging strategy is associated with the
examination of fewer patients in the new region compared to those examined in
the original clinical development program, the requirement for additional safety
data should be expected. It is of additional interest to note that for 7 of the 26
NDAs, major differences in labeling recommendations for dosage and administra-
tion were observed between Japan and the US and/or the EU at the time of
approval in Japan. In the majority of these cases, these differences were due to
higher exposures and/or occurrences of safety events at the same dose in Japanese
versus US or EU populations.

In addition to the above-described experiences in Japan, a bridging strategy
was recently described for linezolid, an oxazolidinone, in order to extrapolate data
from the US and EU to Japan and Asia (48). Linezolid was approved in the US
in 2000 for the treatment of infections associated with vancomycin-resistant
Enterococcus faecium (VREF), including cases with bloodstream infection, and for
the treatment of nosocomial pneumonia and uncomplicated and complicated
skin and skin structure infections, including cases due to methicillin-resistant
Staphylococcus aureus (MRSA). In order to gain regulatory approval in Japan and
Asia, a bridging strategy based on four underlying hypotheses was executed (48).
As shown in Figure 3, the latter three hypotheses represented a stepwise process
upon which supporting data were assembled.

The four hypotheses were as follows: (i) linezolid susceptibility patterns of
clinical isolates (including MRSA, methicillin-resistant Streptococcus epidermidis
(MRSE), penicillin-resistant Streptococcus pneumoniae (PRSP), and VREF from Japan
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FIGURE 3 Schematic representation of linezolid bridging strategy. Source: From Ref. 48.
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and Asia are similar to those from the US and EU; (ii) the PKs and occurrence of
safety events of linezolid in Japanese healthy volunteers are similar to those seen in
healthy volunteers from the US and EU (Step 1); (iii) the PKs and safety of linezolid
in US and EU healthy volunteers are similar to those in US and EU patient
populations with skin and soft tissue infections, pneumonia, and bacteremia (Step
2); and (iv) using simulation, that safety and efficacy of a given regimen in Japanese
patients can be predicted using PK–PD relationships based on data from global
Phase 2 and 3 studies (Step 3).

To address the hypothesis of similar susceptibility patterns by region, data
from the Zyvox� Antimicrobial Potency Study Program, which consisted of clinical
isolates collected before drug approval in the US, served to demonstrate that
linezolid susceptibility patterns of staphylococci, S. pneumoniae, and enterococci
(including MRSA, MRSE, PRSP, and VREF) from Japan and the Asia Pacific were
similar to those from the US and EU (49,50). With respect to the second hypothesis,
data from five Phase 1 studies (two conducted in Japan and three conducted in the
US) in healthy Japanese (n ¼ 47) and Caucasian (n ¼ 57) males who received doses
of linezolid ranging from 125 to 625 mg served to demonstrated similar PKs.
Despite a higher mean weight-adjusted clearance in Caucasian subjects than
Japanese subjects (1.38 mL/min/kg vs. 1.14 mL/min/kg, P ¼ 0.02), the distribu-
tions for both groups overlapped (51). As shown in Table 1, this similarity would
have been predicted based on properties of linezolid, which suggested minimal
potential for ethnic sensitivity (48).

To assess the occurrence of safety events versus exposure (represented by
cumulative dose) in Japanese and Caucasian subjects, laboratory data from healthy
subjects enrolled in six multidose Phase 1 studies (two conducted in Japan, two
conducted in the UK, and two conducted in the US) were evaluated (52). Absolute
values and change from baseline in hematologic laboratory values including

TABLE 1 Linezolid Properties as Related to Properties Identified by ICH E5 Bridging
Characteristics

Properties suggesting minimal
ethnic sensitivitya Linezolid propertiesb

Linear pharmacokinetics At the recommended dosage, deviation from
linearity is about 20%, which is not considered
clinically relevant

Flat effect–concentration curve Bridging analysis demonstrates lack of effect of
exposure on safety laboratory parameters

Minimal metabolism or metabolism
distributed among multiple pathways

Neither a substrate nor an inhibitor of the major
human cytochrome P-450 isomers;
nonenzymatic chemical oxidation

High bioavailability Hundred percent bioavailability; no first-pass effect;
no significant food effect

Low potential for protein binding Protein binding, 31%
Little potential for drug–drug, drug–diet

and drug–disease interactions
No cytochrome P-450–mediated interactions; mild,

reversible inhibitor of MAO-A and MAO-B
(This is well defined in terms of interacting food
and drugs)

Nonsystemic mode of action Yes-inhibits bacterial protein synthesis
Little potential for inappropriate use Antibiotics are generally considered to have a low

abuse potential
aAs described in Ref. 2.
bReproduced from Ref. 48.
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hemoglobin, red blood cell, white blood cell, platelet and absolute neutrophil
counts, as well as hepatic laboratory values including alanine and aspartate amino
transferases concentrations were assessed in 65 Japanese and 56 Caucasian subjects.
Although scatterplots of the absolute value of the safety end point and the end of
treatment change from baseline value versus cumulative dose failed to reveal any
clinically significant relationships, trends for mild decreases in platelet values with
increasing exposure were apparent in both Japanese and Caucasian groups. These
results served to validate the second hypothesis and complete Step 1 of the
bridging strategy (Fig. 2).

To test the third hypothesis, PK and safety data from US and EU healthy
volunteers from Phase 1 studies were compared to that of US and EU patients from
Phase 2 and 3 studies with skin and soft tissue infections, pneumonia, and
bacteremia (53). Using population PK analysis, sparse samples from Phase 2 and 3
data were best fit by a one-compartment model with first-order absorption and
parallel first-order and Michaelis–Menten elimination. Bayesian estimates of PK
parameters were compared to those from Phase 1 studies. The above-described
difference of 20% in mean weight-adjusted clearance in Caucasian subjects and
Japanese subjects (1.38 mL/min/kg vs. 1.14 mL/min/kg, P ¼ 0.02) was within the
range of clearance values observed for US/EU patients in Phase 2 and 3 studies.
Additionally, the PK–PD analyses, which evaluated the relationship between
24-hour AUC values at steady state and the above-described hematologic or hepatic
laboratory values failed to reveal any clinically significant differences between US
and EU subjects from Phase 1 studies and US and EU patients from Phase 2 studies
(Step 2) (48,53).

The final hypothesis was based on the assumption that safety and efficacy of
a given regimen in Japanese patients could be predicted using PK–PD relationships
based on data from global Phase 2 and 3 studies. Using a previously described PK–
PD model for efficacy (54), simulations were conducted to evaluate the probability
of achieving clinical success, given different dosing regimens and different point
estimates for weight. As described by Cirincione et al., logistic regression was used
to describe the relationship between the probability of clinical response and AUC:
MIC ratios among 73 patients with gram-positive bacteremia who were evaluable
for clinical response and from whom plasma concentrations were collected (54,55).
Based on this model, the probability of clinical success increased with increasing
AUC:MIC ratios (P ¼ 0.05). An AUC:MIC ratio of 115 was associated with an 80%
probability of clinical success (56), which is similar to the nature of the PK–PD
relationships identified based on animal data (57) and clinical data from seriously
ill bacteremic patients (58). Using this relationship, the population PK model, and
Monte Carlo simulation (5000 patients), the probability of clinical success was
assessed for patients weighing 65 or 82.2 kg who had received doses of linezolid
of 500 or 600 mg twice daily (Table 2) (53).

For every 100 patients weighing 65 kg, the administration of the 600 mg rather
than 500 mg twice daily regimen was associated with a successful clinical response
in four to five additional patients. Based on the 95% confidence interval around the
probability of response associated with each dose, this difference was statistically
significant (P < 0.05). Thus, the simulations conducted in this final step, together
with the demonstration of similar safety events at similar exposures based on data
from Steps 1 and 2, supported the use of linezolid 600 mg twice daily in patients
from Japan/Asia (Step 3), the same regimen that had been approved in the US.
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Using the above-described strategy, data from an existing clinical data
package together with Japanese PK bridging studies and PK–PD principles were
successfully used to support the registration of linezolid in Japan. Approval was
received from the Ministry of Health, Labour and Welfare in Japan in 2001 for
the treatment of infections associated with vancomycin-resistant enterococcus. In
2006, based on these data and clinical data from Japanese patients, linezolid was
approved in Japan for the treatment of infections associated with MRSA.

In the above-described bridging strategy for linezolid, simulations to assess
adequacy of different dosage regimens were based on a prior PK–PD relationship
for efficacy. Given that such relationships can be derived from in vitro or animal
models of infection in the absence of clinical data and that these relationships are
concordant with those from clinical data, the availability of a PK–PD relationship
for efficacy can usually be anticipated for antimicrobial agents. Although not
relevant in the above-described example, when apparent, PK–PD relationships for
safety must also be considered. Using Monte Carlo simulation, different dosage
regimens may be evaluated on the basis of the number of simulated patients who
achieve optimal exposures which are defined as that which gives the largest
difference between the probability of efficacy and a safety event (i.e., which
maximizes the probability of efficacy and minimizes the probability of a safety
event) or that which maximizes the probability of efficacy with an acceptable
probability of a safety event.

FUTURE DIRECTIONS

The ICH E5 guidelines (2) were constructed to facilitate drug registration across the
different ICH regions by recommending a framework for evaluating the impact of
ethnic factors on safety and efficacy at a particular dosage and dose regimen, and,
through appropriate evaluation of such factors, minimize unnecessary duplication
of clinical studies and ultimately expedite the drug approval process in a new
region. However, given the general nature of these guidelines, there is a potential
for inconsistent interpretation in different regions, thereby defeating the original
goals of the guidelines. Additionally, as evidenced by the results of survey
conducted by the CMR International Institute for Regulatory Science among 13
pharmaceutical companies (59), Asian authorities outside of the three ICH regions
(Japan, EU, and US) have been slow to officially implement the E5 guidelines. The
companies surveyed identified the need for both a wider implementation of the
guidelines to facilitate the acceptance of foreign clinical data and the need for a
better understanding of the scientific basis for accepting foreign clinical data. Given
that pharmaceutical companies are becoming more active in emerging Asian

TABLE 2 Percent Probability of Clinical Success for Patients Receiving Linezolid 500 and
600 mg Twice Daily, Stratified by Weight

Weight (kg) Dose (mg)
Percent probability of

clinical success
95% Confidence

interval

82.2 500 70.0 69.8, 70.2
600 74.1 73.8, 74.3

65 500 71.6 71.4, 71.8
600 76.0 75.8, 76.3

Source: From Ref. 53.
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markets, harmonization of regulatory requirements and acceptance and implemen-
tation of the ICH E5 guidelines will be crucial to integrating Asian countries into
global drug development plans and developing efficient bridging strategies. In
addition, standardization of regulatory and good clinical practices in these coun-
tries will improve the feasibility of including significant numbers of patients from
such countries in large international clinical trials, thereby allowing for valuable
clinical experience to be gained in the countries where the new drug will be
marketed.

CONCLUSION

One of the major factors in the current reluctance of large pharmaceutical
companies to pursue development of antimicrobial agents has been the enormous
resources required to meet regulatory standards versus the risk of failure and the
current perception of regulatory uncertainty. As this reluctance to develop new
antimicrobials comes at a time when rates of antimicrobial resistance are on the rise
across the globe, the time may not be too far off when a crisis point will be reached
in the treatment of bacterial infections.

In this review, great emphasis has been placed on the importance of
intersubject variability in PKs, the potential for intrinsic and extrinsic factors to
explain this variability, and the value of PK and PK–PD bridging studies. The use
of PK–PD principles, both in the early development of an antimicrobial agent and
in bridging strategies in accordance with ICH E5 guidelines (2), has the potential to
help streamline the development process and improve the likelihood of regulatory
success, making global drug development more economically viable and thereby
ensuring that patients across multiple regions will have access to the best
antimicrobial agents available with minimum delay.
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22 Modeling of Toxicities Due to Antibiotics
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In order to provide optimal therapy for patients, a drug of choice and its
accompanying dose and schedule must accomplish two ends. First and foremost,
it must be efficacious. Secondly, it should optimally be nontoxic. While there are
multiple types of toxicities, the kind that is subject to intervention is that where the
likelihood of toxicity is related to the concentration of the drug. In this chapter, we
will examine three different examples of toxicity linked to drug exposure and
explore the implications for successful drug therapy.

THE AMINOGLYCOSIDES

These agents have fallen out of favor for use, particularly in the intensive care unit
(ICU), primarily because of their toxicity profile. Investigators have shown (1) that
ICU patients who develop renal failure have an in-hospital mortality that is
significantly higher than patients with normal renal function. Consequently, there
has developed an understandable reluctance to employ these agents in this setting.
Unfortunately, high-level multiclass resistance among nosocomial pathogens is
now common and for organisms such as Pseudomonas aeruginosa or Acinetobacter
species, nephrotoxic agents like the aminoglycosides or polymyxins are often the
only active agents. For this reason it is important to understand the determinants of
nephrotoxicity and how to approach dose and schedule choices to minimize the
probability of the occurrence of this toxicity.

Aminoglycoside nephrotoxicity is centered in the proximal renal tubular
epithelial (PRTE) cells (2). These agents bind first to acidic phospholipids, but are
rapidly passed to the aminoglycoside receptor, a transmembrane protein (megalin),
on the tubular lumen of the PRTE cells and are then internalized. Internalization is
by pinocytosis and is a saturable process. The saturability of the process is key to
understanding the best way to dose to avoid nephrotoxicity. Once inside the PRTE
cell, the drug is in an endosome, which fuses with a lysosome. Here, it binds to and
inhibits phosphatidyl inositol phosolipases A1 and A2 and C. The inhibition of
these enzymes results in the formation of myeloid bodies, which are associated with
injury to the PRTE cell. If the cells die, they become unattached to the basilolateral
membrane, causing signaling, resulting in the activation of the tubuloglomerular
reflex. This is perceived as a decrease in glomerular filtration rate. Also, higher
tubular pressures have been noted, decreasing filtering, so that the decrease in
renal function is likely multifactorial. In this cascade, the key issue is the ability to
saturate the uptake process.
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Keeping drug from getting into the PRTE cell should, in theory, delay the
onset of aminoglycoside nephrotoxicity. Since the uptake is a saturable process, the
schedule of administration should have a definable impact. If the dose chosen
markedly exceeds the Michaelis–Menten constant (Km) of the uptake process
(apparent Km approximately 15 mg/L in rats) (3), then drug will be able to bypass
the PRTE cell and the average daily uptake will decrease. Given the polycationic
nature of aminoglycosides in the milieu of the phagolysosome, the charge status
will keep the vast majority of the drug from effluxing. Therefore, continued uptake
will only add to the concentration, until a threshold level is achieved, which will
differ by drug and partly by individual and will ultimately result in nephrotoxicity.

We can markedly diminish the rate of uptake into the PRTE cell by adminis-
tering large doses (usually 5–7 mg/kg of gentamicin or tobramycin and four times
this for amikacin) intermittently (usually once-daily or less frequently). This will
provide a broadened window for aminoglycoside administration without nephro-
toxicity. If the drug administration continues unabated, it would be likely that a high
fraction of the patients would demonstrate aminoglycoside nephrotoxicity, even if
administered once-daily. Much of this hypothesis has been elegantly demonstrated
by investigators employing animal models and, in one instance, in the clinic (4,5).
There have been a large number of attempts at studying this phenomenon. Most
have suffered from small size and employing nonoptimal mathematical methods.
terBraak et al. did show a significant difference between once-daily and more
frequent administration of the same daily aminoglycoside dose (6).

The only randomized, double-blind study of this mode of drug administra-
tion also identified a statistically significant impact on the probability of developing
altered renal function (7). In this analysis, multivariate logistic regression was
employed to examine a number of covariates that might influence the probability
of nephrotoxicity. Ultimately, schedule of administration (once- vs. twice-daily),
drug exposure (as indexed to daily drug AUC or area under the concentration-time
curve), and concomitant administration of vancomycin could all be shown to have
a significant impact of the probability of the patient developing nephrotoxicity. The
final covariate model is displayed below in Table 1.

Vancomycin use and schedule are dichotomous variables; aminoglycoside
AUC is a continuous variable.

Figure 1 demonstrates the impact of these three covariates on the likelihood
of nephrotoxicity (7).

TABLE 1 Final Model from Multivariate Logistic Regression Analysis of Factors Affecting the
Probability of Aminoglycoside Nephrotoxicity

Covariate Constant Estimate Standard error Pvalue

– – – – <0.0001
– �37.239 – 2.482 –

Vancomycin

Use� – 0.0 – –

Use+ – 3.531 1.411 –

Schedule

QD 0.0 – – –

Q12hr 30.757 – <0.001 –

AUC 0.049 – 0.026 –

Abbreviation: AUC, area under the concentration-time curve.
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It should be noted that once-daily administration markedly shifted the
logistic function curves to the right. This is because there were no identified cases
of nephrotoxicity in the once-daily group, irrespective of vancomycin use in a
subset of these patients.

In this analysis, we also tested the hypothesis that schedule of administration
would alter the time-to-nephrotoxicity. This was done by employing a stratified
Kaplan-Meier analysis. Schedule was the stratification variable and was highly
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FIGURE 1 (A) Curve of probability of development of aminoglycoside nephrotoxicity for patients
receiving drugs on a twice-daily basis as estimated by multivariate logistic regression analysis. The
probability rises as a function of increasing daily exposure to aminoglycoside, as indexed to the
AUC. Concurrent vancomycin use provides a marked increase in the probability of nephrotoxicity for
equivalent aminoglycoside exposure. (B) Once-daily administration shifts the curves of probability of
nephrotoxicity to the right. Abbreviation: AUC, area under the concentration-time curve.
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significant. Of the other covariates evaluated, only concurrent use of vancomycin
affected the time-to-event in a Cox proportional hazards model. This is displayed
in Figure 2.

Consequently, when one takes both analyses into account, the vast bulk of
aminoglycoside nephrotoxicity can be avoided by simply dosing intermittently
(once-daily, or less frequently, depending on baseline renal function), stopping
therapy in the “protected window” provided by once-daily dosing (stopping after
5–7 days) and avoiding concurrent vancomycin administration.

Avoiding toxicity is critical, but is only one half of optimizing drug therapy.
In addition, we must provide adequate antimicrobial therapy. Kashuba et al. (8)
examined the relationship between aminoglycoside AUC/minimum inhibitory
concentration (MIC) ratio and the likelihood of fever resolution. This is displayed
in Figure 3.

If one takes the day 7 relationship (still in the “protected widow”), an AUC/
MIC of 156 will provide approximately a 90% probability of fever resolution. For
an MIC of 0.5 mg/L, an AUC of 78 is required to hit the target and will generate a
probability of nephrotoxicity of <10%, even with twice-daily therapy. On balance,
high probability of effect and low probability of toxicity can be provided for such a
daily aminoglycoside exposure. On the other hand, if the MIC was 1.0 mg/L, the
exposure required would be a daily AUC of 156, which would drive an unaccep-
table probability of toxicity (Fig. 1A) with twice-daily therapy, but would be quite
acceptable for daily (intermittent) therapy (Fig. 1B).

FLUOROQUINOLONES AND HYPERGLYCEMIA

Fluoroquinolones have been extremely valuable additions to the therapeutic arma-
mentarium, particularly for community-acquired lower respiratory tract infections
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FIGURE 2 Effect of concurrent vancomycin use on the time-to-nephrotoxicity in the group receiving
twice-daily aminoglycoside administration. Once-daily administration in 39 patients did not result in
any nephrotoxicity and, therefore the graph is not displayed. It should be noted that, in the absence
of vancomycin, only about 10% of patients had nephrotoxicity at day 9. Prolonging the duration of
therapy to 16 days caused nephrotoxicity in a total of 41% of patients (with vancomycin, this
occurred at day 8). Also, with concurrent vancomycin, 90% of patients were nephrotoxic by day 16.
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(LRTIs). Unfortunately, many potent fluoroquinolones have failed due to unex-
pected toxicities, such as temafloxacin and trovafloxacin, among others. Most of the
time, drug withdrawal was due to relatively infrequent (circa 1/6000 patients), but
very serious adverse drug reactions. It is unlikely that these reactions were linked
to the magnitude of drug exposure.

Gatifloxacin, on the other hand, had reports of both hypo- and hyperglyce-
mia. Here, the concentration will be on the hyperglycemia patients, where this
adverse reaction was concentrated mostly in the elderly (>60 years of age)
population. Given that renal clearance accounts for a considerable portion of total
gatifloxacin clearance, it is a reasonable hypothesis that the likelihood of this
adverse event was influenced by the degree of drug exposure.

Ambrose et al. (9) employed a validated population pharmacokinetic model
derived from patients being treated for respiratory tract infections to explore this
problem. They operated under the hypothesis that total drug exposure, as indexed
to AUC, influenced the likelihood of a hyperglycemic episode, particularly in the
elderly population. They employed the pharmacokinetic model to estimate the
range of gatifloxacin AUC values in 10 patients with a reported (Food and Drug
Administration MedWatch) hyperglycemic event. This exposure range for these 10
patients was 57 to 100 mg*hr/L. They then employed Monte Carlo simulation
using the parameter vector and covariance matrix from the population model to
generate exposure (AUC) distributions for patients with ages ranging from 65 to 85
years of age. They then demonstrated the fraction of simulated subjects developing
an AUC in excess of a value of either 60 or 70 mg*hr/L when treated with 400 mg
(standard dose) or 200 mg (proposed age-reduction dose). The results are displayed
in Table 2.

Clearly, dose reduction by half markedly reduces the likelihood of develop-
ing a gatifloxacin AUC in the range implicated to cause hyperglycemic events.
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However, all this is for naught if the reduced dose does not provide adequate
coverage for the target pathogens for community-acquired LRTI.

In this analysis, a second Monte Carlo simulation was performed with the
same two doses, with the same age stratifications and the ability to attain a
therapeutic exposure (AUC0–24/MIC ratio) of 30 determined. This therapeutic
target had been previously shown to correlate with a good clinical outcome (10).
In the analysis employing the 200 mg dose and determining the expected target
attainment over a large (6700 isolate) contemporaneous distribution of Streptococcus
pneumoniae with known gatifloxacin MIC values, the lowest target attainment seen
was 98.9%. Here, again, it is possible to identify dose choices that simultaneously
minimize the probability of obtaining a toxic drug exposure while still providing
an exposure with a high likelihood of driving a good clinical outcome.

LINEZOLID AND THROMBOCYTOPENIA

With the amazing explosion of community-acquired methicillan-resistant Staphylo-
coccus aureus (CA-MRSA) in the United States (11), linezolid has become one of the
most valuable agents in our therapeutic armamentarium. One of the more serious
toxicities attendant to linezolid administration has been the occurrence of thrombo-
cytopenia, particularly with prolonged administration. Another risk factor is a low
starting platelet count.

Such a toxicity is a serious issue and can lead to early drug discontinuation. It
is important, therefore, to understand the balance between the effect provided by
the drug and the toxicity. This is best accomplished by understanding the
pharmacodynamics relationship between exposure and toxicity as well as between
exposure and response. In the case of linezolid, it is critical to understand the
pharmacokinetics of the agent as a prelude to understanding the effects, both
therapeutic and toxicologic.

Meagher et al. (12) studied linezolid pharmacokinetics in a large population
of patients (n ¼ 318) receiving the drug in a compassionate use protocol. As part of
the population pharmacokinetic analysis, an extensive model-building effort was
undertaken and the authors were able to demonstrate that there were parallel first
order and Michaelis–Menten kinetic clearance pathways present for the drug. The
final model is shown in Figure 4.

The importance of the nonlinear clearance term is that it will ensure that, for
any fixed dose, there will be a very broad range of linezolid exposures achieved, as

TABLE 2 Monte Carlo Simulation Results: Percentage of Patients Attaining a Given AUC0–24

Stratified by Age Cohort and Gatifloxacin Dose

AUC0–24

�60 mg*hr/L �70 mg*hr/L

Age (yr) 200 mg 400 mg 200 mg 400 mg

�65 3.04 50.8 0.92 35.1
�70 3.32 56.3 1.2 39.4
�75 6.70 61.3 1.96 44.6
�80 7.20 66.1 3.2 50.5
�85 11.7 73.2 5.48 58.3

Abbreviation: AUC, area under the concentration-time curve.
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indexed to AUC0–24. To emphasize this point, we present Figure 5 the data and
predicted concentration–time curves from two patients in this database.

Clearly, both efficacy and toxicity would be expected to be different for
patients with such differences in concentration–time profiles.

FIGURE 4 Two-compartment model used to fit linezolid oral and i.v. data. Abbreviations: Vc,
volume of distribution of the central compartment; Ka, absorption rate constant; Tlag, lag time
before onset of absorption; CLd, distributional clearance; Km, Michaelis–Menten constant; CLi,
intrinsic clearance; F, oral bioavailability; CL ratio*Clcr, renal clearance as a function of creatinine
clearance.
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FIGURE 5 Fitted functions in two study patients. Solid circles represent the observed concentra-
tions and the solid line represents the fitted function for two illustrative patients in the population.
The dashed lines represent the average concentration during the first seven days of treatment. (A)
Patient PK parameters typical of those found in this study (CLi ¼ 36.6 L/hr/65 kg; Km ¼ 1.8 mg/L;
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70.0 kg). Abbreviations: CLi, intrinsic clearance; Km, Michaelis–Menten constant; IBW, ideal body
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Rayner et al. (13) were able to demonstrate linkages between linezolid
exposures in this patient population and the probability of a good outcome, as
well as the time to event for some of these outcomes. Two of the indications
bacteremia and LRTI are displayed below in Figure 6.

Given that the MIC distribution for Staphylococcus aureus is made up almost
entirely of values of 1.0 and 2.0 mg/L, attaining AUC/MIC ratios of about 100
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FIGURE 6 Probability of eradication versus AUC0–24/MIC ratio fitted to modified Hill equations. The
curve is the fitted relationship; each point represents one patient case at the calculated probability
of eradication among three to five surrounding cases. Each patient course is represented once.
Abbreviation: LRTI, lower respiratory tract infection; AUC, area under the concentration-time curve;
MIC, minimum inhibitory concentration.
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implies the need for an AUC of about 200 to be obtained. When one examines
Figure 5, it is clear that any fixed dose will provide a very broad range of AUC
values in the population. When seen against the background of the required AUC/
MIC ratio target, it is clear that care must be given to assessing the target
attainment rate for any specific dose.

The broad range of exposures also has major implications for occurrence of
hematological toxicity. Here, we will concentrate on thrombocytopenia. The overall
occurrence of hematological toxicity in the linezolid registrational trials by days of
therapy was published by Gerson et al. (14) and is presented in Figure 7.

It is clear that the rate of thrombocytopenia with linezolid separates from the
comparator rate after about 14 days of therapy and that this separation is quite
different from that seen with anemia or neutrophil changes. The conclusion to be
drawn is that the duration of therapy will have an impact on the occurrence of
thrombocytopenia. It should also be noted that this analysis likely underestimates
the rate of thrombocytopenia after day 14, as the denominator employed was the
“n” for the entire group at time zero. If one were to do a risk analysis and employ
the “n” of patients remaining on therapy after day 10 to 14, it is highly likely that
the rate of thrombocytopenia would be substantially higher.

This still leaves open the question of whether the magnitude of the linezolid
exposure, in addition to the duration of therapy, will have an impact on the
likelihood of occurrence of thrombocytopenia. Forrest and coworkers (15) exam-
ined this issue and built a pharmacostatistical model for the occurrence of this
toxicity. In Figure 8 using the population analysis for patients on a compassionate
use protocol, these investigators demonstrated the range of AUC0–24hr encountered
as well as the range of duration of therapy.
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It can be straightforwardly seen that there is a huge range of cumulative
exposure, ranging from circa 1120 mg*hr/L to slightly in excess of 27,000 mg*h/L
for a complete course of therapy. This resulted in a two-independent variable
model being fit to the data, with duration of therapy on the x-axis, AUC0–24hr on
the y-axis and the toxicity (% reduction in platelet count from baseline) on the
z-axis. This is presented in Figure 9.

The model fit the data well, with the exception of three outliers who had very
long durations of therapy and where percent reduction was greater than predicted
by the model. Overall, the model fit is displayed below in Figure 10.
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Given the range of exposures, different therapy durations will provide
different percent falls in platelet count. The percent fall for different durations for
the expected AUC0–24hr range is shown in Figure 11.

For a common short therapy duration (two weeks), the range of platelet
reduction will range from about 10% to about 50%. Given the relatively low
likelihood of AUC0–24hr values exceeding 400 mg*hr/L (Fig. 8), two-week therapy
durations are unlikely to cause clinically significant falls in platelet counts. As
duration increases, percent decrease in platelets increase.
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FIGURE 10 Fit of the model to the data for
Figure 9 (predicted-observed plot).
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Using Classification and Regression Tree analysis (CART), one can look for
breakpoints in the data for both magnitude of exposure and therapy duration. The
results of this analysis are presented in Figure 12.

The CART analysis, as one might expect, demonstrates that therapy duration
has the greatest impact on the large subset of patients with lower drug exposures.
The much smaller subset with very large linezolid exposures (11/158) had the
appearance of thrombocytopenia made manifest earlier in the course and, there-
fore, the importance of duration would be made much harder to find.

For linezolid, then, as with prior examples, we can identify both exposure–
response and exposure–toxicity relationships. Since this agent has well-defined
relationships for both effect and toxicity and is used in many circumstances where
the patient is critically ill, we can use both relationships, along with Monte Carlo
simulation approaches, to identify the likelihood of achieving the true goal of anti-
infective therapy, a high likelihood of clearing the infection with the lowest
probability of the exposure engendering a concentration-related toxicity.

WHAT NEXT?

There has been less emphasis in antimicrobial chemotherapy in developing expo-
sure–toxicity relationships relative to exposure–response relationships (16). It is likely
that part of the explanation rests in the relatively wide toxic-therapeutic window we
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FIGURE 12 CART-derived breakpoints for linezolid exposure (AUC0–24hr � 465) and linezolid
therapy duration (�24 days) and their impact on the percent platelet reduction from baseline.
Abbreviation: AUC, area under the concentration-time curve.
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shoot through with antibiotics. However, for seriously ill patients in the intensive
care unit, toxicities such as nephrotoxicity, severe thrombocytopenia, or even severe
hyperglycemia can be disastrous for the patient. Consequently, as we develop these
exposure–response relationships for very ill patients, it will become increasingly
important to be able to also develop the companion exposure–toxicity relationship.

Virtually no sponsor wishes to have an assay for their drug, because, in
marketing terms, the need for therapeutic drug monitoring is seen as akin to
suicide. However, as for aminoglycosides, there sometimes is an extant assay.
Oftentimes, these assays are misused and the patient does not obtain the full
benefit of the information developed. Recent work in the area of open-loop control
with feedback by the group in the Laboratory of Applied Pharmacokinetics (17) has
developed software to optimally choose doses to attain this goal when drug
concentration information is available. This sort of optimal use of data is where we
should be moving as clinicians.

Often, however, no assays will be available. Here, the use of Monte Carlo
simulation for a specific dose and then generating probability of response by MIC
relationships as well as probability of toxicity relationships will provide the
clinician with guidance as to dose choice in the empirical therapy setting. In these
ways, we can do the best job for our seriously ill patients.
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INTRODUCTION

Bacterial resistance to antibiotics is a serious consequence of the use and overuse
of antibacterial agents in the environment, and the impact of antibacterial resis-
tance on patients and society is staggering. Compared to infections caused by
susceptible pathogens, infections caused by resistant pathogens are associated
with higher rates of morbidity and mortality (1,2). Furthermore, microbial drug
resistance has been projected to add between $100 million and $30 billion annually
to health-care costs (3). Considering the distressing decrease in the number of
novel agents entering the clinical arena, the judicious utilization of currently
available antibiotics becomes essential for preservation of their clinical efficacy.
Unfortunately, preventing antibacterial resistance problems is not as simple as
reducing the use of antibiotics, but must also involve a more scientific approach to
dosing strategies. This is especially true since inadequate exposure of bacteria to
drugs during therapy is likely a key factor in selection of resistant mutants. The
field of antimicrobial pharmacodynamics strives to establish relationships between
the pharmacokinetics of a drug and the effective treatment of infections. However,
just as important is the relationship between pharmacokinetics, pharmacody-
namics, and the emergence of resistance during therapy. This chapter will review
some of the most critical resistance problems facing clinicians today and the role
of pharmacodynamic strategies in slowing the emergence of resistance during
therapy, including the development of effective antibacterial combinations.

RESISTANCE PROBLEMS IN INFECTIOUS DISEASES
Gram-Positive Bacteria (Table 1)
Enterococcus spp.
Among the numerous species of enterococci, Enterococcus faecalis and Enterococcus
faecium are the two most important clinically. In addition to causing serious
hospital-acquired infections such as bacteremia and endocarditis (4), E. faecalis and
E. faecium are two of the most intrinsically resistant bacteria challenging clinicians
today (5). These two pathogens naturally exhibit low-level resistance to the
b-lactams, aminoglycosides, clindamycin, trimethoprim-sulfamethoxazole, and
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other classes of antimicrobial agents, driving usage of drugs of last resort such as
vancomycin. Data from intensive-care units of U.S. hospitals participating in the
National Nosocomial Infections Surveillance (NNIS) program indicated that while
vancomycin-resistant enterococci (VRE) were rare in 1989 (0.3%), their prevalence
increased dramatically to over 25% in the next 10 years (6). More recent data
suggest that VRE prevalence may have reached a plateau of near 28% by 2004 (7).
When bacterial killing is required for clinical cure, the combination of a cell-wall
active agent (penicillin or vancomycin) with an aminoglycoside provides one of
the true examples of synergy between antimicrobial agents. Unfortunately,
E. faecalis and E. faecium have not been satisfied with their intrinsic resistance and
have been acquiring high-level resistance to these antibiotics as well (5). Once
high-level resistance to either component of the combination is obtained, synergis-
tic killing is lost, therapy of serious infectious is compromised, and the search for
more effective antimicrobial agents or alternative combinations becomes essential.
Alternative agents approved for use against enterococci include quinupristin/
dalfopristin (this drug is not active against E. faecalis), linezolid, daptomycin, and
tigecycline. Quinupristin/dalfopristin is also approved for use against vancomy-
cin-resistant strains of E. faecium.

Staphylococcus aureus
In contrast to the impressive intrinsic resistance displayed by E. faecalis and
E. faecium, S. aureus represents a prototype bacterium for rapid acquisition and
development of resistance in response to antibiotics in the environment. Soon after
penicillin became available for clinical use, Spink and Ferris reported their
isolation of a penicillin-resistant S. aureus that produced a penicillin-inactivating
enzyme (8). Penicillinases in S. aureus are usually encoded on a plasmid and can
spread easily among the genus. Currently, 70% to 90% of staphylococci are
resistant to penicillin and the aminopenicillins (9). To circumvent this problem,
penicillinase-resistant penicillins such as methicillin, oxacillin, and nafcillin were
synthesized and introduced in the early 1960s. However, the first methicillin-
resistant S. aureus (MRSA) was discovered as early as 1961 (10). High-level
resistance to this class of penicillins is not mediated through enzymatic inactiva-
tion, but rather is mediated through the expression of a low-affinity penicillin-
binding protein, PBP2' (11). By the late 1980s, 25% of all staphylococcal isolates in
the United States were resistant to methicillin (12), with prevalence varying
markedly between geographical areas and individual institutions.

TABLE 1 Emerging Resistance Problems among Gram-Positive Pathogens

Bacterial species Class of antibiotics Possible molecular mechanisms

Enterococcus faecium High-level b-lactam Low-affinity PBPs
Enterococcus faecalis b-lactamase inactivation

Glycopeptides Alteration of target D-ala-D-ala
dipeptide to prevent binding

Aminoglycosides Inactivating enzymes
Staphylococcus aureus Penicillins Penicillinases

All b-lactams Acquired low-affinity PBP2'
Glycopeptides Molecular trapping of vancomycin in

cell wall and/or acquired van genes
from enterococci

Streptococcus pneumoniae b-lactams Acquired “resistant” PBP gene segments
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Until the turn of the century, MRSA was predominantly considered to be a
nosocomial issue. In the early years of the 21st century, however, community-
associated strains (CA-MRSA) have raised significant concerns. These MRSAs
isolate differ from classical nosocomial MRSAs in that they tend to bear a smaller
mec determinant [Staphylococcal chromosomal cassette four (SCCmec IV)], that
does not encode resistance to antibiotics other than b-lactams. Conversely, these
CA-MRSA strains appear to be more virulent than their hospital-based relatives
and have been associated with causing skin infections in children that progress to
necrotizing pneumonia and even death within only a few days (13–15). The
enhanced virulence may be due, at least in part, to the production of the panton-
valentine leucocidin (PVL) toxin that is common in these isolates. The predominant
strain of CA-MRSA found in the United States is called the USA300 clone, and it is
now being found in many U.S. hospitals (16). This raises the disturbing possibility
that over time, this new strain may crowd out older nosocomial strains (USA100,
200, and 500), and that genetic exchange or de novo selection under antibiotic
pressure in the hospital setting may lead to predominance of USA300 strains with
enhanced virulence, PVL production, and broader antibiotic resistance.

Hospital-associated MRSA are frequently resistant to multiple antibiotics,
including the penicillins, cephalosporins, cephamycins, carbapenems, b-lactamase-
inhibitor combinations, aminoglycosides, macrolides, tetracyclines, and sulfona-
mides (9). CA-MRSA bearing SCCmec IV has tended to remain susceptible to
drugs such as tetracycline and trimethoprim-sulfamethoxazole, though susceptibil-
ity testing should be performed before relying on these compounds. The glycopep-
tides, vancomycin and teicoplanin, remain the preferred therapy for MRSA
infections. However, strains of S. aureus exhibiting intermediate resistance to both
vancomycin and teicoplanin have been reported (17,18). These strains range from
those with slightly elevated minimum inhibitory concentrations (MICs) (1–4mg/
mL) that test as susceptible, yet contain glycopeptide-intermediate subpopulations
(hVISA), to those with MICs above 8mg/mL that test as intermediate (19,20).
Although rare (fewer than 20 GISA strains known at the time of this writing), these
isolates have been linked to therapeutic failure (21,22). Potentially more concerning
though has been the isolation of frankly glycopeptide-resistant S. aureus from
patients. Again exceedingly rare at this time, their spontaneous emergence illus-
trates that there is no genetic barrier to the enterococci transferring glycopeptide-
resistance genes to S. aureus. Alternative drugs approved for use against MRSA
infections include linezolid, daptomycin, and tigecycline.

Streptococcus pneumoniae
Like S. aureus, S. pneumoniae has shown a remarkable ability to evolve and
develop resistance to antibiotics in the environment. In contrast to S. aureus,
however, the rate of resistance development is much slower among pneumococci.
Clinical isolates of S. pneumoniae remained susceptible to penicillin until the 1960s,
when the first intermediate-resistant isolates were reported in Boston in 1965 (23).
Thereafter, pneumococcal susceptibility to penicillin continued to decrease, with
reports of intermediate resistance increasing globally, and the first reports of high-
level resistance and clinical failures appearing in the literature (24–26). The
prevalence of penicillin-nonsusceptible pneumococci in the United States has been
steadily increasing through the 1980s and 1990s. Currently, more than 30% of
pneumococcal clinical isolates in the United States lack susceptibility to penicillin,
with more than 15% exhibiting full resistance with MICs � 2mg/mL (27).
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The mechanism of penicillin resistance among S. pneumoniae involves the
acquisition of “resistant” PBP gene segments from other streptococci in the
environment (28,29). As susceptibility to penicillin decreases, a concurrent
decrease in susceptibility to other penicillins, cephalosporins, cephamycins, and
carbapenems, is also observed (30). In addition, penicillin-resistant pneumococci
are increasing their resistance to the macrolides, tetracyclines, chloramphenicol,
and trimethoprim-sulfamethoxazole (27,30), and the increased prevalence of multi-
drug-resistant pneumococci presents a therapeutic dilemma for the treatment to
serious pneumococcal infections.

Gram-Negative Bacteria (Table 2)
Antimicrobial resistance continues to evolve at a rapid pace among gram-negative
bacteria, and new resistance mechanisms or enhancements of established mechan-
isms are being discovered almost daily. Since the scope of this chapter cannot
include an in-depth discussion of all emerging resistance problems for all classes
of antimicrobial agents, the following sections will focus specifically on the ever-
evolving threat of b-lactamase–mediated resistance.

Haemophilus influenzae
Production of b-lactamase accounts for >90% of ampicillin resistance among
H. influenzae, with TEM-1 and ROB-1 being the most common enzymes produced

TABLE 2 b-Lactamase–Mediated Resistance among Gram-Negative Pathogens

Bacterial species Antibiotic class Possible molecular mechanisms

Haemophilus influenzae Penicillins TEM-1 and ROB-1 b-lactamases
Klebsiella pneumoniae Penicillins and narrow-

spectrum
cephalosporins

TEM-1 and SHV-1 b-lactamases

Escherichia coli b-lactamase-inhibitor
combinations

Inhibitor-resistant
b-lactamases or
hyperproduction of
TEM-1/SHV-1

Penicillins, cephalosporins,
inhibitor-penicillin
combinations, and
monobactams

Increased production of
blashv-1 or ampC

Plasmid-encoded AmpC
b-lactamases

Extended-spectrum
b-lactamases

Carbapenems KPC carbapenemases
Enterobacter cloacae
E. aerogenese
Serratia marcescens
Citrobacter freundii

Penicillins, cephalosporins,
inhibitor-penicillin
combinations,
cephamycins, and
monobactams

Chromosomal AmpC
b-lactamases

Carbapenems KPC carbapenemases
Metallo-b-lactamases
OXA carbapenemases

Pseudomonas aeruginosa Penicillins, cephalosporins,
inhibitor-penicillin
combinations, and
monobactams

Carbapenems

Chromosomal AmpC
b-lactamase

Extended-spectrum
b-lactamases

Metallo-b-lactamases
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(31, 32). Worldwide, up to 38% of H. influenzae isolates produce b-lactamase
(32–34). Although a recent survey conducted in the United States indicates that
our national average has dropped to 26.2%, the range was 19% to 36% depending
on the geographical location (35). The majority of b-lactamase–producing strains
remain susceptible to the b-lactamase-inhibitor combinations and extended-spec-
trum cephalosporins, but permeability and/or PBP changes can provide resistance
to these agents as well (32).

Escherichia coli and Klebsiella pneumoniae
E. coli and K. pneumoniae have shown remarkable ability to evolve and adapt to
the threat of antibiotics in the environment, especially to the b-lactam class.
Similar to H. influenzae, b-lactam resistance is mediated primarily through the
production of b-lactamases. However, the diversity of b-lactamases produced by
E. coli and K. pneumoniae is far greater.

TEM-1 and SHV-1 are considered broad-spectrum b-lactamases and account
for the majority of E. coli and K. pneumoniae resistance to the penicillins and early
narrow-spectrum cephalosporins (36). Historically, the strategies used to circum-
vent these broad-spectrum b-lactamases have been to develop “enzyme-resistant”
cephalosporins or to combine inhibitors of the enzymes with penicillins. E. coli and
K. pneumoniae have evolved impressively in response to these two approaches and
some strains have now become resistant to virtually all b-lactams and inhibitor-
penicillin combinations.

In response to inhibitor-penicillin combinations, E. coli and K. pneumoniae
have either mutated to increase production of their b-lactamases (37,38) or
decreased the sensitivity of their plasmid-encoded b-lactamases to the inhibitory
effects of clavulanate, tazobactam, and sulbactam (39,40). This latter strategy led
to the evolution of inhibitor-resistant TEM and SHV enzymes. In response to the
extended spectrum cephalosporins (ceftazidime, cefotaxime, and ceftriaxone),
E. coli and K. pneumoniae have responded in three ways. (i) The first response has
been to mutate the promoters of their chromosomal b-lactamase genes (ampC for
E. coli and blashv-1 for K. pneumoniae) as a mechanism to increase production and
provide resistance to the extended-spectrum cephalosporins and aztreonam. In
addition, overexpression of the plasmid-encoded broad-spectrum b-lactamases
(TEM-1 or SHV-1) can provide resistance to these drugs. (ii) The second strategy
has been to acquire plasmid-encoded AmpC cephalosporinases, which are capable
of conferring resistance to nearly all b-lactams. Plasmid-encoded AmpC cephalos-
porinases originated from the movement of chromosomal genes from many
species of gram-negative organisms encoding an inducible ampC gene (41). To
date, there have been at least 32 unique plasmid-encoded AmpCs identified, with
the ampC coming from Enterobacter cloacae, Citrobacter freundii, Aeromonas spp.,
Enterobacter asburiae, Morganella morganii, and Hafnia alvei (42). (iii) Finally, some
strains have responded by mutating the active sites of their older broad-
spectrum b-lactamases (TEM-1 and SHV-1) to extend their hydrolytic capabilities
to include the extended-spectrum cephalosporins and aztreonam. These enzymes
are classified as extended-spectrum b-lactamases (ESBL), and their production
increases the resistance profile of E. coli and K. pneumoniae to include all
penicillins, cephalosporins, and aztreonam. The TEM- and SHV-associated ESBLs
have evolved dramatically from the original broad-spectrum TEM-1, TEM-2,
and SHV-1 enzymes to now include at least 150 unique TEMs and 99 unique
SHVs (43).
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Although ESBLs were first reported as members of the TEM and
SHV families, the most predominate ESBLs worldwide today are the CTX-M
b-lactamases (44). However, the genes encoding for CTX-M enzymes did not
originate through alterations in existing enzymes like other ESBLs, but rather
originated from the chromosome of Kluyvera spp. Nevertheless, CTX-M b-lacta-
mases are referred to as ESBLs because they provide K. pneumoniae and E. coli with
the same b-lactam resistance profile that TEM- and SHV-associated ESBLs do.
There have been at least 53 CTX-M enzymes reported in the literature (43).

Among the b-lactam class of antibiotics, the carbapenems are the most reliable
drugs against E. coli and K. pneumoniae that harbor ESBLs or plasmid-encoded AmpC
cephalosporinases. However, the production of Class A carbapenemases (KPC) by E.
coli and K. pneumoniae is becoming problematic, particularly in the United States (45–
48). In fact, KPC-2–producing K. pneumoniae have become endemic in New York City
(45). These enzymes are capable of hydrolyzing a variety of b-lactams including
penicillins, cephalosporins, aztreonam, and the carbapenems, rendering the b-lactam
class useless. A further complication in the selection of treatment options for ESBL,
AmpC, and/or KPC-producing E. coli and K. pneumoniae is that these enzymes are
encoded on plasmids, which carry genes encoding for resistance mechanisms to
multiple classes of antimicrobial agents (49, 50). Therefore, it is not uncommon to find
ESBL-, AmpC-, and/or KPC-producing strains that are resistant to the aminoglyco-
sides, trimethoprim-sulfamethoxazole, chloramphenicol, and tetracyclines. In fact,
there are reports of K. pneumoniae, which exhibit resistance to all available antimicro-
bial agents, and these strains pose a serious threat for the treatment of a pathogen,
which was once relatively easy to treat (45,51).

Other Enterobacteriaceae
Although the predominant ESBL-producing bacteria are E. coli and K. pneumoniae,
ESBLs have also been found among species of Enterobacter, Citrobacter, Proteus,
Salmonella, Serratia, Acinetobacter, and other Klebsiella (36,52). However, it is the
inducible chromosomal AmpC cephalosporinase that is most commonly involved
in the emergence of high-level b-lactam resistance during the course of treating
some species (53).

Rapid development of resistance to nearly all b-lactams can be associated
with mutant subpopulations that constitutively produce high levels of their AmpC
cephalosporinase (54). In most cases, emergence of resistance is associated with
mutations within the structural gene, ampD. This gene encodes for AmpD, a
cytosolic amidase involved in the pathway, which regulates ampC expression (55).
In addition, it has recently been shown that a decrease in ampD expression can
also lead to significant increases in ampC expression (56). Isolates that overproduce
the AmpC b-lactamase as a result of ampD mutations are referred to phenotypi-
cally as derepressed. Such mutations occur in 1 out of every 106 to 107 viable
bacteria in a culture or infection. Therefore, resistant mutants are likely to be
present at the start of therapy for infections, which are associated with a large
bacterial load. If these mutants are not eliminated by the host or killed by the
antibiotic, they can eventually become the predominant population and lead to
therapeutic failure. Clinical failure due to the emergence of AmpC-mediated
resistance has been observed with 19% to 80% of patients infected with bacteria
possessing an inducible AmpC cephalosporinase (36). Although most b-lactams
can select for these mutants, there appears to be a particular association with the
extended-spectrum cephalosporin ceftazidime (1).
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In contrast to other b-lactams, carbapenem resistance is rare among mem-
bers of the Enterobacteriaceae. However, when it does occur, it can be due to
several different families of enzymes, including KPC-type b-lactamases (48),
chromosomal class A KPC of E. cloacae and Serratia marcescens (57,58), metallo-
b-lactamases, and OXA-KPC. The latter two groups of enzymes have been
generally associated with Acinetobacter baumannii and Pseudomonas aeruginosa
(59–61). However, these enzymes are also found in K. pneumoniae (61–63).

Pseudomonas aeruginosa
Among the gram-negative pathogens, P. aeruginosa is one of the most threatening
in terms of rapidly developing resistance to b-lactam antibiotics. Similar to the
Enterobacteriaceae, production of b-lactamase is the primary mechanism
employed, and emergence of high-level b-lactam resistance during therapy is due
to the selection of mutants that overproduce their chromosomal AmpC cephalos-
porinase (64). Emergence of AmpC-mediated resistance has been reported to cause
clinical failure for 14% to 56% of patients with P. aeruginosa infections, with even
higher rates of clinical failure when the infections are outside the urinary tract or
in patients with cystic fibrosis or neutropenia (64–66).

P. aeruginosa can also develop b-lactam resistance through the acquisition of
mobile genetic elements (plasmids or integrons) carrying b-lactamase genes. The
major groups of enzymes, which fall under this category, are the OXA-type ESBLs,
PSE, and the metallo-b-lactamases. There have been at least 88 OXA-like enzymes
reported in the literature (43). In contrast to OXA-type enzymes, which possess a
serine in the active site of the enzyme, metallo-b-lactamases require a divalent
cation, usually zinc, in the active site (60). Among the metallo-b-lactamases
identified thus far, the VIM and IMP families are the most prevalent worldwide.
Within the United States, however, the production of metallo-b-lactamases
remains rare, has only been identified among P. aeruginosa isolates, and represents
only three different enzymes (VIM-7, VIM-2, and IMP-18) (59).

PHARMACODYNAMICS AND ANTIMICROBIAL RESISTANCE

The field of antimicrobial pharmacodynamics strives to establish relationships
between the pharmacokinetics of a drug, its interaction with target bacteria, and
the effective treatment of infections. Since emergence of “mutational” resistance
during therapy can result in therapeutic failures, the relationship between anti-
microbial pharmacodynamics and resistant subpopulations is critical for optimiz-
ing therapy of many infections.

Resistance to antimicrobial agents can develop in a bacterial pathogen
through two distinct pathways: (i) acquisition of new genes encoding resistance-
mediating proteins and (ii) evolutionary mutations within inherent genes leading
to changes in level of expression of or activity of resistance-mediating proteins.
The impact of optimizing antimicrobial pharmacodynamics on each of these path-
ways is very different. While optimization of antimicrobial pharmacodynamics
can prevent or slow the evolution of most mutation-mediated resistance mechan-
isms, there are many acquired resistance mechanisms, which cannot be treated
with safe doses of antibiotic. Therefore, the goal of pharmacodynamics should be
to optimize therapy such that mutational resistance is prevented or reduced. This
is especially true since it is the emergence of mutational resistance during therapy
that causes the greatest concern for therapeutic failures.
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Acquired Vs. Mutational Resistance
Acquired Resistance
Acquired resistance, as the name suggest, represents the development of resistance
in a bacterium through the acquisition of a new gene or set of genes from other
bacteria in the environment. Examples of acquired resistance mechanisms include
plasmid-encoded b-lactamases, plasmid-encoded aminoglycoside-inactivating
enzymes, vanA-mediated vancomycin resistance among enterococci and staphylo-
cocci, and mecA-mediated methicillin resistance among staphylococci. The common
theme with each of these resistance problems is that they are passed from bacterium
to bacterium on transferable genetic elements, i.e., plasmids or transposons. Once a
bacterium acquires one of these resistance mechanisms, the level of resistance that
is expressed can oftentimes exceed the levels of antibiotic that can be safely
achieved in serum or other sites of infection. For example, acquisition of the TEM-1
b-lactamase by an E. coli can increase the MIC of ampicillin from 2 to 256mg/mL
(67). Similarly, acquisition of the genes responsible for vancomycin resistance can
increase the MIC of vancomycin against enterococci from 2 to 512mg/mL (68).

Mutational Resistance
In contrast to acquired resistance, mutational resistance is mediated through
genetic changes within a bacterium's own genetic material. Such mutations may
involve changing a single nucleotide (point mutation), insertions of extrabases, or
deletions, and may occur within the coding sequences of a gene, its regulatory
regions, or in noncoding sequences. If the mutation occurs within coding
sequences, it may variously result in a change of a single amino acid, a frameshift
that alters the encoded protein massively, or no change in the protein at all due to
the redundancy of the genetic code. If the mutation locus is within regulatory
sequences, it may cause higher or lower production of proteins being regulated
(or no change at all). These evolutionary mutations can alter the binding of a drug
to its target, decrease the accumulation of a drug at the site of action, or alter the
production of, enzymatic efficiency of, or substrate spectrum of resistance-mediat-
ing enzymes.

Similar to acquired resistance mechanisms, mutational resistance can result
in instantaneous high-level resistance that is untreatable with maximum antibiotic
doses or more moderate decreases in susceptibility. Whether high-level resistance
is achieved with a single point mutation or requires multiple mutational events
depends upon the specific drug and target bacterium. In fact, difference between
drugs within the same family can be observed. This point is best illustrated below
using the example of b-lactam resistance mediated through derepression of ampC
among gram-negative bacteria.

In contrast to the single ampC-derepression mutational event required for
ceftazidime resistance among Enterobacter spp., it takes two independent muta-
tional events in to provide cefepime resistance (69). First, the level of AmpC
production must be increased through derepression of the ampC operon and then
the penetration of cefepime through the outer membrane must be slowed or
prevented through a second mutational event. Since each of these mutational steps
occurs in 1 out of every 106 to 107 viable bacteria, it is unlikely that resistance will
develop in a ceftazidime-susceptible Enterobacter spp. during the course of
therapy with cefepime. This hypothesis is supported by data from a murine
infection model (70). However, when Enterobacter mutate to a state of ampC
derepression and numbers of these derepressed mutants exceed 106, the chances
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of selecting the second permeability mutation during therapy with cefepime
increases and emergence of cefepime resistance becomes a threat.

Differences between antibiotics in the number of mutational steps required to
achieve clinically relevant resistance is not unique to the b-lactam class, as similar
observations have been reported with other drugs classes as well, particularly the
fluoroquinolones (71). Although appropriate dosing of antibiotics does not often
impact problems associated with acquired resistance, pharmacodynamics can play an
influential role in preventing or slowing the development of mutational resistance,
especially when first step mutations do not result in high-level resistance. Therefore,
the relationship between antimicrobial pharmacodynamics and the emergence of
mutational resistance is essential for developing optimum therapeutic strategies.

Antimicrobial Pharmacodynamics and Emergence of Resistance
The three most well-characterized pharmacodynamic parameters influencing the
clinical efficacy of antibiotics are the time antibiotic concentrations remain above
the MIC (T > MIC), ratio of peak concentrations to the MIC (peak/MIC), and ratio
of the area under the concentration curve to the MIC (AUC/MIC). Which
pharmacodynamic parameter is most predictive of clinical efficacy varies depend-
ing upon the class of drugs used for therapy. For example, with b-lactam
antibiotics, the T < MIC is the pharmacodynamic parameter that most influences
clinical outcome, whereas with fluoroquinolones, the most important parameters
can be either the peak/MIC ratio or the AUC/MIC ratio. Further complicating
therapeutic strategies is the understanding that the pharmacodynamic parameter,
which most influences overall efficacy, may not be the most important parameter
impacting emergence of resistance during therapy. Whereas there are published
studies evaluating the impact of AUC/MIC ratio on emergence of resistance
(72, 73), the following discussion will focus on the relationship between peak/MIC
ratios and emergence of resistance during therapy and the role pharmacodynamic
research can play in identifying mechanism-based combinations for preventing the
emergence of resistance.

Peak/MIC Ratio and Emergence of Resistance During Therapy
It is unlikely that two or more mutations required to move MICs from the highly
susceptible wild-type range to high-level resistance will occur simultaneously and
already be present in a population of bacteria causing an infection. Therefore, to
prevent the emergence of resistance during therapy, the pharmacodynamic focus
must be on effectively treating both the original isolate and any “first-step” or
“next-step” mutants that could become the predominant population and cause
therapeutic failure. This requires that the concentration of antibiotic at the site of
infection exceed the MIC for the mutant subpopulations. Since AUC/MIC does
not directly address this requirement, the peak/MIC ratio becomes the pharmaco-
dynamic parameter that can most impact selection of resistance. Indirect evidence
to support this hypothesis has come from studies in an animal model of infection
(74). Using a neutropenic rat model of Pseudomonas aeruginosa sepsis, Drusano and
coworker evaluated the effects of dose fractionation of lomefloxacin on survival.
Although the emergence of resistance was not directly evaluated in this study,
peak/MIC ratio most closely linked to survival when the ratios exceeded 10/1.
Their hypothesis to explain these results was that sufficient peak/MIC ratios
resulted in suppression of mutant subpopulations, thus preventing death due to
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the emergence of resistance. Similar conclusions have been obtained from human
clinical data levofloxacin (75).

Additional evidence supporting the importance of peak/MIC ratios in
preventing the emergence of resistance comes from studies using in vitro pharma-
cokinetic models. The flexibility provided by these models allows for the design of
experiments to specifically address this issue. Using a two-compartment pharma-
cokinetic model, Blaser et al. varied the pharmacokinetics of enoxacin and netilmi-
cin such that bacteria were exposed to a range peak/MIC ratios while maintaining
a constant total drug exposure over 24 hours (76). These investigators observed
the outgrowth of resistant subpopulations when simulated peak/MIC ratios failed
to exceed 8/1. Similarly, Marchibanks et al. used a two-compartment pharmacoki-
netic model to simulate ciprofloxacin doses of 400 mg t.i.d. (peak/MIC ratio ¼ 4/
1) and 600 mg b.i.d. (peak/MIC ratio ¼ 6/1) and observed outgrowth of resistant
subpopulations of P. aeruginosa (77). In this study, peak/MIC ratios of only 6/1
were sufficient to prevent the emergence of resistant subpopulations of S. aureus.
These data suggest that although the peak/MIC ratio exerts an important influ-
ence on the emergence of resistance during therapy, the minimum peak/MIC
needed to prevent this problem will likely vary depending upon the drug studied
and the target bacterium. This conclusion is supported with data from our own
pharmacodynamic studies with levofloxacin and b-lactam antibiotics against
P. aeruginosa, as detailed below.

Pharmacodynamics of Levofloxacin Against P. aeruginosa
A two-compartment pharmacokinetic model was used to simulate the serum phar-
macokinetics of a once-daily 500 mg dose of levofloxacin and evaluate pharmacody-
namic interactions against a panel of 6 P. aeruginosa. Three of the strains evaluated
were susceptible to levofloxacin with MIC ¼ 0.5mg/mL, and the other three strains
were borderline susceptible with MICs ¼ 2mg/mL. The peak concentration simulated
for the 500 mg dose of levofloxacin was 6mg/mL, which provided peak/MIC ratios
of 12/1 for the three most susceptible strains and 3/1 for the borderline-susceptible
strains. At the start of each experiment, logarithmic-phase cultures (5 · 107 cfu/mL)
were inoculated into the extracapillary space of hollow-fiber cartridges and peak
concentrations of levofloxacin were dosed into the central compartment of the model
at 0 and 24 hours. The pharmacodynamics of levofloxacin against two representative
strains of P. aeruginosa are shown in Figure 1. In studies with the most susceptible
strains, levofloxacin exhibited rapid and significant bacterial killing, with viable
counts falling >6 logs to undetectable levels (<10 CFU/mL) within 4 to 12 hours after
the first dose. In studies with the borderline-susceptible strains, levofloxacin also
exhibited significant bacterial killing. However, against these three strains, killing
was only observed over the initial six to eight hours, with viable counts increasing
rapidly thereafter due to the selection and outgrowth of resistant subpopulations. By
24 hours, viable counts in the levofloxacin-treated cultures were approaching those in
the drug-free control cultures. The MICs of levofloxacin against the resistant sub-
populations ranged from 8 to 16mg/mL. Therefore, emergence of resistance could
have been predicted since peak concentrations with each dose of levofloxacin never
exceeded the MICs for these mutant subpopulations.

Pharmacodynamics of Ceftazidime and Ticarcillin Against P. aeruginosa
A two-compartment pharmacokinetic model was used to investigate the relation-
ship between mutational frequencies, pharmacodynamic interactions, and the
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FIGURE 1 Pharmacodynamics of levofloxacin against Pseudomonas aeruginosa GB240 and
P. aeruginosa GB65 in an IVPM. Levofloxacin MICs were 0.5 mg/mL for P. aeruginosa GB240 and
2.0mg/mL for P. aeruginosa GB65. The human serum pharmacokinetics of the 500 mg dose of
levofloxacin was simulated with the IVPM. Peak concentrations of levofloxacin were dosed into the
IVPM at 0 and 24 hours, and elimination pharmacokinetics was simulated with the IVPM. Each
datum point represents the mean number of viable bacteria per milliliter of culture for duplicate
experiments. Error bars show standard deviations. Abbreviations: IVPM, in vitro pharmacodynamic
model; MIC, minimum inhibitory concentration.
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emergence of resistance during the treatment of P. aeruginosa with ticarcillin and
ceftazidime. The initial MICs for ticarcillin and ceftazidime against P. aeruginosa
164 were 16 and 2mg/mL, respectively. Mutational frequencies were measured in
agar by exposing logarithmic-phase cultures of P. aeruginosa 164 to ticarcillin and
ceftazidime at concentrations two-, four-, and eightfold above their respective
MICs. The mutational frequency for ticarcillin was 10�7, compared to 10�6 for
ceftazidime. MICs of ticarcillin and ceftazidime against these mutants increased to
>512 and 32mg/mL, respectively. Using a two-compartment pharmacokinetic
model, the kinetics of a 3.0 g q.i.d. dose of ticarcillin and 2.0 g t.i.d. dose of
ceftazidime were simulated and their pharmacodynamics against P. aeruginosa 164
was evaluated over 24 hours. With peak concentrations of 260mg/mL for ticarcil-
lin and 140mg/mL for ceftazidime, peak/MIC ratios against the original clinical
isolate were 16/1 for ticarcillin and 70/1 for ceftazidime. Pharmacodynamic
interactions are shown in Figure 2. In studies with ceftazidime, viable counts
decreased over 3 logs throughout the 24-hour experimental period and no
resistant mutants were detected on drug selection plates. The lack of resistance
emergence was not unexpected since peak concentrations achieved with the 2.0 g
of ceftazidime (140mg/mL) were fourfold above the 32mg/mL MIC of first-step
mutants selected in the mutational frequency studies. In contrast, resistance
emerged rapidly in studies with ticarcillin (Fig. 2). Although the simulated peak/
MIC ratio of ticarcillin was 16/1 for P. aeruginosa 164, peak concentrations
remained at least twofold below the MIC for first-step mutants.

These pharmacodynamic data and data from other investigators highlight
the impact of the peak/MIC ratios on the potential for resistance to emerge during
the course of therapy. Unfortunately, these studies also demonstrate that optimum
peak/MIC ratio needed to prevent the emergence of resistance varies between
drug classes and between specific bacteria-drug combinations. Therefore, a greater
understanding of the quantitative influence different resistance mechanisms exert
on susceptibility is needed to optimally apply the pharmacodynamic knowledge
that has been gained thus far.

Preventing of Emergence of Resistance with Antibacterial Combinations
There are some pathogens such as P. aeruginosa for which a combination of two
drugs is recommended to effectively treat infections. P. aeruginosa has the ability
to rapidly mutate to a resistant phenotype, even during the course of therapy.
Thus, the primary reason for using two antibacterial drugs against P. aeruginosa is
to prevent resistance from emerging. A good example is the risk of AmpC-
mediated resistance emerging due to derepression of ampC expression and the use
of aminoglycosides/b-lactam combination to prevent this event from happening.
This resistance problem has been shown to emerge during the course of therapy
with antipseudomonal penicillins, antipseudomonal cephalosporins, inhibitor-
penicillin combinations, and aztreonam, and to result in clinical failure for 14% to
56% of patients with P. aeruginosa infections (64,66,78–80). Mechanistically, a
combination of an aminoglycoside and an antipseudomonal b-lactam makes sense
since their cellular targets are different and since their pharmacodynamic interac-
tions with target bacteria are different. One would predict that each drug in the
combination would be able to eliminate mutant subpopulations affecting the
susceptibility of the bacterium to the companion drug. However, clinical data have
suggested that this combination is not always effective in preventing the emer-
gence of resistance, since AmpC-mediated resistance to b-lactams has been shown
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FIGURE 2 Pharmacodynamics of ticarcillin and ceftazidime against Pseudomonas aeruginosa
164 in an IVPM. Ticarcillin and ceftazidime MICs were 16 and 2mg/mL, respectively. The human
serum pharmacokinetics of the three gram dose of ticarcillin and two gram dose of ceftazidime was
simulated with the IVPM. Peak concentrations of ticarcillin were dosed at 0, 6, 12, and 18 hours,
whereas peak concentrations of ceftazidime were dosed at 0, 8, and 16 hours. Elimination
pharmacokinetics was simulated with the IVPM. Each datum point represents the mean number of
viable bacteria per milliliter of culture for duplicate experiments. Error bars show standard deviations.
Abbreviations: IVPM, in vitro pharmacodynamic model; MIC, minimum inhibitory concentration.
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to emerge during the course of therapy with the combination (36). Therefore, the
search for more effective antipseudomonal combinations must continue. Pharma-
codynamic research models can play an important role in the identification and
development of novel combinations, especially when prevention of resistance is
the goal. Whereas a great deal of attention is focused on finding combinations that
exhibit synergy, it is important to recognize that the prevention of resistance
during therapy may not be dependent upon a synergistic interaction between the
two drugs, i.e., enhanced antibacterial activity. Therefore, standard susceptibility
and synergy assays (checkerboard titration assay) are not really designed to assess
the potential of an antibacterial combination to prevent the emergence of resis-
tance during therapy. These studies require a more in-depth pharmacodynamic
evaluation of the interactions of the drugs alone and the combination against
target bacteria. Below are two examples of novel antipseudomonal combinations
that have been proposed through a mechanism-based approach and proven to be
effective in preventing the emergence of resistance among P. aeruginosa.

Cefepime-Aztreonam Combination
One problem associated with treatment of P. aeruginosa is the lack of effective
inhibitors of the AmpC cephalosporinase. None of the commonly used b-lacta-
mase inhibitors, i.e., tazobactam or clavulanate, exhibit sufficient inhibition of
AmpC to be clinically useful (81) and attempts to develop clinically useful
inhibitors of AmpC have been disappointing. However, the b-lactamase inhibitory
activity of aztreonam is oftentimes overlooked, as this compound is one of
the most potent competitive inhibitors of the chromosomal AmpC of Enterobacter-
iaceae and P. aeruginosa (82–84). Not only has aztreonam been shown to be a
strong competitive inhibitor of AmpC in vitro, but data from studies with cystic
fibrosis patients have demonstrated the ability of this compound to inhibit the P.
aeruginosa AmpC in patient sputum (65).

The potential of aztreonam to serve as an AmpC-inhibitor and enhance the
pharmacodynamics of cefepime against an isogenic panel of P. aeruginosa was
evaluated in a two-compartment in vitro pharmacodynamic model (IVPM) with
hollow-fiber cartridges (85). The isogenic panel of P. aeruginosa included a “wild-
type” clinical isolate, an isogenic mutant partially depressed for AmpC produc-
tion, and an isogenic mutant fully derepressed for AmpC production. Character-
istics of the isogenic panel are shown in Table 3. Routine susceptibility tests failed
to show any positive or negative MIC interactions between cefepime and aztreo-
nam against these P. aeruginosa (Table 3). For pharmacodynamic experiments,
logarithmic-phase cultures of the P. aeruginosa (� 1 · 107 cfu/mL) were treated

TABLE 3 Characteristics of Isogenic Pseudomonas aeruginosa 164 Panel

Pseudomonas
aeruginosa strain

AmpC
phenotype

Uninduced Amp
expressiona

Cefepime
MIC

(mg/mL)

Aztreonam
MIC

(mg/mL)

Cefepime +
Aztreonam

MIC (mg/mL)b

164 Wild-type 5 8 8 8/4
164PD Partially derepressed 38 16 16 32/16
164FD Fully derepressed 1640 128 >128 128/64
aCephalosporinase activity (nanomoles of cephalothin hydrolyzed per minute per milligram of protein) in sonic
extracts of logarithmic-phase cultures.

bCefepime-aztreonam combination tested at a ratio of two parts cefepime to part part aztreonam.
Abbreviation: MIC, minimum inhibitory concentration.
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with simulated human doses of 1 g cefepime, 1 g aztreonam, and a 1 g combina-
tion of two b-lactams. The potential of this combination to prevent the emergence
of resistance was best illustrated during pharmacodynamic experiments with the
partially derepressed, borderline-resistant strain 164PD (Figure 3). Treatment of
164PD with both cefepime and aztreonam alone in the IVPM resulted in bacterial
overgrowth and the selection of a highly resistant, fully derepressed mutant with
MICs exceeding 128mg/mL. In contrast, treatment with the combination of
cefepime-aztreonam prevented this resistant subpopulation from emerging and
provided almost 4 logs of killing over 24 hours. The ability of cefepime-aztreonam
to prevent the emergence of resistance during therapy was shown to be associated
with aztreonam's significant inhibition of extracellular AmpC in the IVPM, similar
to clinical observations in the sputum of cystic fibrosis patients (65).

Levofloxacin-Imipenem Combination
In contrast to the direct inhibition of a resistance mechanism associated with the
cefepime-aztreonam combination described above, the combination of levofloxa-
cin-imipenem attacks the emergence of resistance problem with a different
approach. Levofloxacin-imipenem takes advantage of the knowledge that muta-
tional events selected for by imipenem (OprD-mediated resistance) do not affect
susceptibility to fluoroquinolones (86,87). Similarly, mutational events selected for
by fluoroquinolone resistance (target mutations and efflux pump overexpression)
do not affect imipenem susceptibility, especially since imipenem is not a substrate
for any of the efflux pumps characterized to date (88,89).

The potential of levofloxacin-imipenem to prevent the emergence of resistance
during therapy of P. aeruginosa was evaluated pharmacodynamically against three
clinical isolates in a two-compartment IVPM (90). The three clinical isolates chosen
for this study were selected based on preliminary studies, which demonstrated the
reliable emergence of resistance during course of therapy with each drug alone.
Logarithmic-phase cultures (1 · 108 CFU/mL) of each strain were introduced into
the peripheral compartment of the IVPM and were treated with simulated human
doses of 750 mg of levofloxacin alone, 250 mg of imipenem alone, and a combina-
tion of levofloxacin-imipenem. The lowest recommended dose of 250 mg of imipe-
nem was chosen for these studies to promote the emergence of resistance and to
provide a greater therapeutic challenge for the combination. The peak concentra-
tions of each drug targeted in the peripheral compartment of the IVPM were
adjusted for protein binding (25% for levofloxacin and 20% for imipenem) and were
6.5mg/mL for levofloxacin and 15mg/mL for imipenem (based on the median total
peak concentration of 19mg/mL). Levofloxacin was dosed into the model at zero
hours, whereas imipenem was dosed into the model at 0, 8 and 16 hours.

When mutant subpopulations were selected for and resistance emerged by
24 hours, 10 colonies were selected from drug-selection plates and these potential
mutants were evaluated for changes in susceptibility by agar dilution method-
ology. Five confirmed mutants were then evaluated further for potential
involvement of multidrug efflux pumps in resistance to levofloxacin. Using a
reverse-transcriptase polymerase chain reaction methodology, five mutants selected
with levofloxacin were evaluated for changes in the transcriptional expression of
mexAB-oprM, mexCD-oprJ, mexEF-oprN, and mexXY by measuring relative amounts
of transcription for the first gene in each operon (mexA, mexC, mexE, and mexX).

The general pharmacodynamics of levofloxacin, imipenem, and the combina-
tion levofloxacin-imipenem were similar against all three P. aeruginosa in the study,
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FIGURE 3 Pharmacodynamics of cefepime, aztreonam, and cefepime-aztreonam against par-
tially derepressed Pseudomonas aeruginosa 164PD in a two-compartment IVPM. The human
serum pharmacokinetics of the 1g doses of cefepime, aztreonam, and the combination of
cefepime-aztreonam (1 g each) was simulated with the IVPM. Individual drugs or the combination
were dosed into the model at 0, 12, and 24 hours, and elimination pharmacokinetics was simulated
with the IVPM. Each datum point represents the mean number of viable bacteria per milliliter of
culture for duplicate experiments. Error bars show standard deviations. Abbreviation: IVPM, in vitro
pharmacodynamic model.
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and pharmacodynamic interactions observed with one representative strain
(P. aeruginosa GB2) are shown in Figure 4. Data from this study demonstrated that
resistance emerged rapidly during treatment of all strains with either levofloxacin
or imipenem alone. As predicted, imipenem-selected resistance was associated with
the decreased expression of oprD, whereas levofloxacin was found to select for a
variety of mutant phenotypes, some of which were associated with the overexpres-
sion of multidrug efflux pumps. In contrast to the emergence of resistance and
failure of each drug alone, the levofloxacin-imipenem combination rapidly eradi-
cated all three P. aeruginosa from the IVPM and prevented the emergence of
resistance. Furthermore, the combination was effective in preventing the emergence
of resistance associated with overexpression of the MexEF-OprN efflux pump, a
phenotype that is characterized by loss of susceptibility to both fluoroquinolones
and imipenem. Although imipenem is not a substrate of the MexEF-OprN efflux
pump, overexpression of MexEF-OprN is associated with a decrease in expression
of the outer membrane porin OprD and loss of susceptibility to imipenem (91, 92).
Subsequent studies have extended these initial observations and demonstrated that
the combination of levofloxacin-imipenem can effectively eradicate P. aeruginosa
that has already lost susceptibility to one or both drugs in the combination, and
prevent the emergence of higher levels of resistance (93).

Our studies with the combinations of cefepime-aztreonam and levofloxacin-
imipenem demonstrate the importance of pharmacodynamic research in the
evaluation of potential antibacterial combinations for preventing the emergence of
resistance. Neither of these combinations exhibited true synergistic interactions
with regard to their bacterial killing dynamics and therefore would not have been
identified as effective combinations in routine susceptibility or synergy assays.
However, the use of pharmacodynamic methods provided insight into the poten-
tial of these combinations to prevent the emergence of resistance during therapy, a
problem that is a primary concern for the treatment of P. aeruginosa.

CONCLUDING REMARKS

Antibacterial resistance is an inevitable consequence of the use and overuse of
antibiotics in the environment and its inevitability is heightened by suboptimal
pharmacodynamics. The emergence of multidrug resistance among prominent
gram-positive and gram-negative pathogens presents serious therapeutic problems.
As the development of stronger or novel antimicrobial agents decline, we may be
faced with the feared “postantibiotic era.” Already clinicians are facing the dilemma
of treating bacteria, which are resistant to virtually all antibacterial agents. Now is
the time for scientists to begin searching for ways to prevent or slow the emergence
of resistance in the environment. One approach is to control the use of antibiotics in
the environment and rotate antibiotics before resistance becomes a problem. This
theory is referred to as antibiotic cycling (94). A further step, which can be taken is
to scientifically optimize antimicrobial therapy such that the evolution of muta-
tional resistance is slowed. This requires dosing antibiotics such that peak concen-
trations at the site of infection exceed the MICs of the parent and any resistant
subpopulations that might be present. A final approach is to identify combinations
of antibacterial agents that can prevent, or slow, the emergence of resistance during
therapy. Through the combination of judicious antimicrobial use and pharmacody-
namically based optimization of dosing strategies, the evolution of antibiotic
resistance can be curved and the “postantibiotic era” need not become a reality.
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Pseudomonas aeruginosa GB2 in an IVPM. The pharmacokinetics of the 750mg dose of
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INTRODUCTION

In 2001, the United States spent a total of 1.4 trillion dollars on health care (1).
This comprised approximately 14.1% of the nation's gross domestic product
(GDP). Much of this spending has resulted from the increased development and
utilization of sophisticated health-care therapies, technology, and services. While
these advances in care empower health-care providers with new and effective
means with which to prevent and treat disease, health-care resources are not
unlimited (2). Fifty-two million Americans are without health-care coverage due
primarily to rising costs and subsequent employer curtailment of health-care
benefits, and many other Americans are sharing a high burden of the cost of
healthcare in the forms of higher deductibles, copayments, and fees (1,3). As
our nation struggles to provide more comprehensive care for all its citizens, the
health-care system will have to find ways to meet the increased demands with
the limited resources available. One of the first such hurdles that will have to
be addressed will result from the approval of the Medicare Modernization Act
(MMA), which calls for the provision of a basic prescription benefit to Medicare
beneficiaries starting in 2006 (4). With the creation of the MMA, the impetus to
provide cost-conscious healthcare, particularly relating to pharmaceutical pro-
ducts and services, has never been greater.

Until recently, new potential pharmaceutical products or services only
needed to demonstrate efficacy and safety (5). These objectives were achieved
through a series of randomized trials in which a new pharmaceutical product or
service was compared to a placebo or an alternative agent commonly used to treat
the disease in question. However, if we are to provide cost-conscious healthcare,
efficacy and safety alone can no longer be the sole criterion used. Many countries
including New Zealand, Australia, and Canada have mandated that considerations
of cost be addressed in the development and use of new pharmaceutical products
and services (6–11). As a result, health-care providers are being asked to
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incorporate considerations of cost into their decisions regarding the care they
provide to their patients, creating a challenging work environment.

In response to this challenge, many decision-makers have developed
strategies focusing on determining the least-expensive alternative. However, the
least-expensive alternative is not always the alternative that provides the most “bang
for the buck.” For example, imagine a new oral antibiotic is being marketed for the
treatment of skin and soft tissue infections and a hospital's pharmacy and therapeutics
committee has to make the decision as to whether the drug should be available to its
prescribers. The acquisition cost of this new antibiotic is $250 more per treatment
course than the commonly used alternative, which happens to be an agent requiring
i.v. administration. A formulary decision-maker would never allow such a drug onto
formulary if the decision were solely based upon determining the least-expensive
alternative. However, let us now consider additional costs and outcomes of the new
antibiotic. While the newer agent has a higher acquisition cost, the absence of the
need for i.v. administration might result in lesser costs associated with i.v. adminis-
tration and admixture and nursing time. Furthermore, a large portion of the cost
associated with room and board might be averted by decreasing a patient's total
length of stay (LOS) since the patients would not be required to remain in the
hospital to receive their i.v. antibiotic, but rather could be treated for a greater
proportion of the treatment course as an outpatient. It is fairly easy to imagine that
when one considers additional costs and outcomes, the total cost associated with
utilizing the new antibiotic could be less than the alternatives. But then again, what
if the new antibiotic was more or less efficacious? What about the cost of treating
adverse drug events that may vary between the two agents?

In recognizing the need for a better way to make difficult decisions about the
use of pharmaceutical products and services, the health-care community has
increasingly discovered the utility of various pharmacoeconomic methodologies as
aids in making informed allocation decisions.

The purpose of this chapter is to provide the reader with a basic understanding
of pharmacoeconomic principles and to identify the inherent strengths and weak-
nesses of the various pharmacoeconomic methodologies. This chapter is not intended
to make a decision for the reader regarding any single antimicrobial. Rather, it should
enable the reader to apply such methodologies in their own evaluation of old and new
drug entities, as well as in their critique of the available literature.

DEFINING MAJOR PHARMACOECONOMIC TERMS

The fundamental goal of pharmacoeconomic evaluation is to identify and measure
relevant costs and outcomes, determine the value of these parameters, and then
employ them to ascertain which alternative produces the best outcome for the
resources invested (12). The inclusion of all relevant costs and outcomes when
evaluating competing pharmaceutical products or services differentiates pharma-
coeconomics from simple cost-containment strategies.

Costs are the value of resources consumed as a result of a pharmaceutical
product or service. Costs included in pharmacoeconomic evaluations can generally
be stratified into one of three categories: direct, indirect, or intangible costs. Direct
costs are incurred as a result of preventing, detecting, or treating a disease. Costs
related directly to the consumption of medical products or services (e.g., drugs,
laboratory tests, and office visits) can be further described as direct medical costs.
Alternatively, costs that result from preventing, detecting, or treating a disease, but
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do not involve the purchasing of medical services or products (e.g., transportation
to site of treatment) can be classified as direct nonmedical costs.

Indirect costs are the end result of decreases in a person's productive
contribution to society stemming from premature morbidity or mortality, whereas
intangible costs are those associated with pain and suffering. Indirect and intangi-
ble costs are considerably more difficult to value than direct costs but are by no
means less important. Neither indirect nor intangible costs are easily expressed in
terms of dollars, although methods for doing so currently exist and are briefly
discussed later in this chapter.

Costs can also be classified as opportunity, fixed, or incremental costs.
Opportunity costs include the cost of benefits not realized because an alternative
intervention was chosen. For example, your institution only has the staff and
resources to initiate either an influenza or a pneumococcal vaccination clinic. When
the resources available are devoted to the influenza clinic, the potential benefits of
the pneumococcal clinic are lost. Fixed costs are those that generally do not change
based upon changes in utilization. Good examples of these are labor costs. The labor
costs of a nurse to administer an i.v. antibiotic will remain the same regardless of
whether he/she administer a drug four times a day or once daily as a continuous
infusion as the nurse is paid an hourly rate regardless (13). That is of course unless
administering the drug once daily leads to less overtime or less need to hire
temporary nurses because the staff nurse's time can now be spent providing other
services. This situation is specific to each medical center and if applicable, could be
added to the pharmacoeconomic analysis as a type of direct medical cost. Finally,
incremental costs represent the additional cost to gain additional outcomes when
choosing one treatment alternative over another. Determining this incremental cost
is particularly useful since newer products and services entering the market
generally provide added benefit for an additional cost.

In addition to the types of costs, the other important variable in a pharmacoe-
conomic analysis is the outcome, defined as the final consequence of the selection of a
particular drug or service. Outcomes are often categorized as being clinical,
humanistic, or economic (12). Clinical outcomes are those commonly seen evaluated
in most randomized controlled trials of new pharmaceutical products and services.
For a new antiretroviral agent to treat patients with human immunodeficiency virus,
clinical outcomes might include changes in viral load, increases in CD4 cell counts, or
the absence of an opportunistic infection. Humanistic variables include those related
to patient functional status, quality-of-life, and satisfaction. Economic outcomes
are defined as the direct, indirect, and intangible costs resulting from an intervention
(e.g., a decrease in LOS, health-care utilization, or drug requirements).

When assessing costs and outcomes, it is important to note that the choice of
what costs and outcomes will be measured, how they will be valued, and over what
timeframe will depend on the perspective (i.e., viewpoint) to which the evaluation is
conducted. The most common perspectives that are utilized include, but are not
limited to, society's, the provider's [e.g., hospital, heath maintenance organization
(HMO)], the payer's (e.g., government and employer), or the patient's. When in doubt
as to the most appropriate perspective, the societal perspective should be used, as it
is the broadest in scope including direct, indirect, and intangible costs and outcomes
(6–11). While an evaluation is most commonly conducted from a single perspective,
multiple perspectives can be utilized when necessary (6–11). This allows decision-
makers to determine whether the results of their analyses hold true in multiple
different perspectives, therefore, strengthening their confidence in the results.

The Principles of Pharmacoeconomics 489



Evaluations are most helpful when they are conducted from the perspective
of the decision-maker. As such, a hospital would benefit most directly from
utilizing a provider's perspective, an HMO would be more interested in the payer's
perspective, and the Infectious Disease Society of America might be most interested
in multiple perspectives, including that of the societal, provider, and patient. For
example, if a pharmacoeconomic analysis was undertaken to determine the costs
and outcomes of patients taking various highly active antiretroviral therapy
regimens, certain costs and outcomes (e.g., reductions in viral load, increases in
CD4 cell counts, and drug costs) would without question be included regardless of
the perspective. However, an evaluation from an HMO's perspective would
probably not include indirect costs such as decreased productivity and intangible
costs and outcomes such as pain and suffering in the analysis since these factors do
not impact the company's bottom line. However, if the same evaluations were
conducted from the perspective of an employer or a patient, these indirect and
intangible costs and outcomes would be of much greater concern and would need
to be included. Additionally, while the evaluation will likely include costs relating
to the drugs, the value assigned will also vary from perspective to perspective.

VALUING
Assigning Value to Costs and Outcomes
As previously mentioned, there are a number of different types of costs and
outcomes that need to be assigned a value for the purposes of conducting a
pharmacoeconomic evaluation. Costs and outcomes related to drug and resource
utilization, labor, morbidity, and mortality are the most commonly measured and
valued and therefore will be focused upon in this chapter.

Drug Costs
Valuation of drug costs and other direct costs can be done through a variety of
methods. Most commonly, drug cost is assigned a value based either upon the
average wholesale price (AWP) or actual acquisition cost (AAC). The AWP is the
price paid for a specific drug by retailers to a wholesaler (14). The AWP will remain
relatively constant for a given wholesaler regardless of whom they provide drug to
and therefore provides a more externally valid estimation of drug cost. However,
institutions and HMOs often purchase drugs at a discounted rate through a drug
wholesaler. In this case, the AAC is the actual purchase cost of the drug by the
institution in question and can vary markedly from the AWP (Table 1) (14,15).

The choice of using AWP or AAC in the pharmacoeconomic analyses is
dependent upon the perspective or the extent of external validity sought by the
analyst. When an evaluation is conducted from a patient's perspective, the AAC of
a drug could be estimated based upon the out-of-pocket cost paid by the patient.
When an analysis is conducted from the perspective of providers and they used

TABLE 1 Comparison of AWP and AAC of Selected Antibiotics

Drug AWP Hospital AAC Percent difference

Amoxicillin 500 mg tablet $0.37 $0.09 –311%
Levofloxacin 500 mg tablet $10.14 $8.46 –19%
Linezolid 600 mg tablet $64.41 $51.53 –25%

Abbreviations: AWP, average wholesale price; AAC, actual acquisition cost.
Source: From Ref. 15.
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AWP, it is important to check your institution's AAC. By using your AAC, you
reduce the ability to extrapolate your results to hospitals across the country but you
increase the internal validity of the evaluation. To address this issue, pharmacoeco-
nomic analysts should conduct sensitivity analysis (6–11) where they use either
AWP or AAC but then reevaluate their results to examine the effect of varying the
drug cost from AWP to AAC, or vice versa, or by a certain percentage (usually 25–
50%) to see if it still results in the same conclusion (sensitivity analysis is discussed
in greater detail later). In other cases, drug cost can be varied to its highest and
lowest extremes or a breakeven point can be determined to demonstrate the cost a
drug would have to exceed to no longer be advantageous over its competitor.

Labor and Personnel Costs
The time spent by health-care providers to complete such tasks as admixing or
administering drugs or performing other procedures and services also needs to be
considered in pharmacoeconomic evaluations. Traditionally, time-motion studies
have been conducted as part of pharmacoeconomic evaluations to estimate the
costs associated with labor costs (13,16). Time-motion studies involve timing
multiple observations of a health-care provider performing a task in order to gain
a representative value of the time it takes to perform. This time is then multiplied
by the hourly wage rate of the provider in order to estimate the cost of performing
the given task. For example, in a time-motion study conducted by Florea et al. (13),
it was demonstrated that continuous infusions of piperacillin/tazobactam required
less nurse administration time than intermittent bolus dosing, ultimately resulting
in the continuous infusion regimen being a most cost-efficient option. Again,
careful interpretation of such analyses is required, as just because the time spent is
less, thus leading to lower costs, it is highly unlikely that a decision-maker would
choose to reduce the number of nurses on that hospital unit. Consideration,
however, may be given to the ability of that nurse to spend their time efficiently
completing other patient responsibilities, which could improve patient care and
thus indirectly reduce costs.

Health-Care Utilization Costs
The cost of other resource utilization such as hospitalizations, emergency room
visits, and office visits must be valued as well. Unfortunately, providers frequently
do not know the exact costs of providing these resources (17). What is commonly
known is the charge generated per unit of a resource consumed. While these
charges have been used as proxies for costs in the past, it has been found that
charges may bear little resemblance to costs and therefore use of charges as proxies
for costs may lead decision-makers to draw unwarranted conclusions from evalua-
tions using such a methodology. To approximate the cost of hospitalizations and
resources utilized during a hospitalization, charges from individual patient bills can
be converted to costs using a cost-to-charge ratio (CCR) (18). At each institution, a
CCR for each department is calculated by taking the institution's total accounting
costs and dividing it by its total billing costs for a finite period of time. The resultant
ratio approximates the percentage “mark up” of products or service. By taking the
charges for each department (or product within a given department) and multi-
plying it by the CCR, one can calculate an estimate of the cost of that product or
service. The use of this methodology will provide the most accurate information for
a specific hospital's decision-maker; however, as the CCRs are hospital-specific, the
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external validity of the results should be considered prior to extrapolating the
evaluation's conclusions to other institutions. When patient bills or CCRs are not
available, the use of national average diagnosis-related group payments and
Medicare Fee Schedules can be used to approximate hospitalization, emergency
room, and office visit costs (18). Regardless of how resource consumption is valued,
the methodology should be used consistently in valuing all costs throughout an
evaluation (19).

Indirect and Intangible Costs
The most common methods for valuing indirect and intangible costs include the
human capital and willingness-to-pay (WTP) approaches. These approaches will be
briefly addressed in this chapter; more thorough discussion of their application can
be found elsewhere (18).

The human capital approach assumes an individual's productive contribution
can be measured based upon their earning capacity. While this may seem like a fair
and reasonable approach, the use of the human capital approach results in an
underestimation of the value of the young or elderly's contributions to society.
Additional issues with the human capital approach include underestimating
indirect costs due to job discrimination, failure to capture nonmarket work such as
housekeeping and volunteer work, and its failure to consider intangible costs.

WTP requires that patients be asked the hypothetical question, “How much
are you willing to pay to reduce the likelihood of morbidity or mortality related to a
disease state?” The advantage of WTP is that it considers both indirect and
intangible costs. However, it assumes that patients are capable of comprehending
and valuing even small changes in risks. Additionally, one's WTP is likely related to
one's earnings. Therefore, patients who earn a great deal of money may be willing
to pay more to reduce their risk of an adverse health event than a patient who earns
significantly less or is unemployed.

Discounting and Inflation
Once the costs and outcomes to be measured are identified and values assigned,
these values often must be adjusted to represent their present-day value. To this
end, discounting or inflating of the costs and outcomes is often undertaken (18).
Discounting is used in pharmacoeconomic evaluations to express costs and out-
comes that occur in future years in present-day value (14). The reasoning for
discounting is based upon the premise that individuals prefer to receive benefits
today rather than in the future and that resources invested today could earn a
return overtime. Discounting should be conducted when an evaluation spans a
time period greater than one year using the following equation:

FV ¼ PV=ð1 þ rÞt;
where FV ¼ future value; PV ¼ present value; r ¼ the discount rate; and t ¼ time.
Consider a hypothetical treatment that costs $3000 in the first year, $2000 in the
second, and $1000 each year thereafter. Assuming a discount rate of 6%, the cost in
year 2 will be $1886, the cost in year 3 will be $892, and the total cost over three
years will be $5778. Choosing a discount rate can dramatically affect the conclu-
sions of the evaluation and the choice of discount rate is controversial (18).
Discount rates used in pharmacoeconomic analyses have varied anywhere between
2% and 10%, with 5% being most common (6–11).
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Alternatively, evaluations often have cost or outcome data that were assigned
a value at a point in the past. For example, when a retrospective evaluation is
undertaken, the value of both costs and outcomes was likely assigned at the time
the resource was consumed or outcome realized. When conducting a study in 2005,
the cost of a hospitalization occurring in 2002 must be adjusted to reflect 2005
dollars. In these situations, the cost must be “inflated” to represent present-day
value. Many investigators have chosen to use the consumer price index (CPI) for
medical care to represent this inflation rate (20). The CPI, which is calculated by the
Department of Labor Statistics, represents the percentage change in the prices paid
by urban consumers for a medical care–related products and services (20).

TYPES OF PHARMACOECONOMIC EVALUATIONS

Different methodologies for pharmacoeconomic evaluation including cost minimi-
zation, cost-benefit, cost-effectiveness, and cost-utility analyses exist to aid decision-
makers in making valid and detailed comparisons (Table 2). Each compares both
costs and outcomes of alternatives, measuring costs in dollars. However, each
differs in that they measure outcomes in different ways and thus, no single
methodology can be universally applied to answer all pharmacoeconomic queries
that may arise. Asking a few simple questions up front can usually make the
decision as to which methodology to utilize more clear (Fig. 1).

Cost-Minimization Analysis
Cost-minimization analysis (CMA) is a pharmacoeconomic tool for comparing all
relevant costs and outcomes of two or more therapeutic interventions. A require-
ment of CMA is that the outcomes of the intervention are equivalent and therefore it
is unique among pharmacoeconomic methodologies. Since outcomes must be

TABLE 2 Comparison of Commonly Used Pharmacoeconomic Methodologies

Methodology Cost Outcomes Calculation Application

CMA Dollars Equivalent Costs1 – Costs2 To compare alternative products
or services that have equal
efficacy and safety (e.g., brand
versus generic substitutions)

CBA Dollars NB defined
in dollars

NB ¼ S
Benefits – S Costs

To compare programs with
different outcomes (e.g., a
vaccination program and a
colon cancer screening clinic)

CEA Dollars Natural units
(e.g., infection
cure rate)

Costs1 – Costs2
Cure1 – Cure2

To compare alternatives with
similar indications or goals
measured in the same unit of
consequence (e.g., number of
patients cured of an infection)

CUA Dollars QALY Costs1 – Costs2
QALY1 – QALY2

To compare alternatives, which
results in changes in both
quality-of-life (QoL) and
quantity-of-life (e.g.,
chemotherapy regimen)

Abbreviations: CMA, cost-minimization analysis; CBA, cost-benefit analysis; CEA, cost-effectiveness analysis;
CUA, cost-utility analysis; QALY, quality-adjusted life years; NB, net benefit.
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equivalent in CMA, the effectiveness term in these pharmacoeconomic evaluations
drops out of the equation, and the results of CMA analyses are reported in terms of
cost only. When measuring costs, all costs (direct, indirect, and intangible) should be
included. Decision-makers will then choose the alternative with the lowest total cost.

CMA is most commonly used for comparisons of brand versus generic drugs,
different routes of administration of the same drug, and different settings for
administration of the same drug. For brand versus generic comparisons, often
published equivalency ratings, such as those seen in the “Orange Book” (Approved
Drug Products with Therapeutic Equivalence Evaluations), can be utilized to
establish equivalency. When evaluating different products in a similar therapeutic
class, evidence to support equivalent effectiveness of the treatment alternatives can
be gathered from sources such as published studies or meta-analyses. Clinical
intuition should not be the sole basis to establish equivalency. Incorrect assump-
tions concerning equivalent outcomes may lead to biased and misleading conclu-
sions because no cost adjustment was made for differences in effectiveness. Many
cost-minimization studies conducted and published with claims of equivalency are
based on clinical assumptions rather than actual findings. Others measure out-
comes as part of the analysis, yet fail to find a significant difference in outcomes
across alternatives. When practices such as these are undertaken, considerations as
to whether the statistical power of the test was sufficient to detect a difference in
effectiveness and safety are warranted.

A pharmacoeconomic question 
needs to be evaluated.

Are both costs and outcomes 
being measured?

Are outcomes (safety and 
efficacy) equivalent?

Only a partial analysis is 
required (e.g., cost-analysis, 

cost-of-illness evaluation

Cost-minimization analysis 
(CMA) is appropriate.

What units are the outcomes 
measured in?

Cost-benefit analysis (CBA) 
is appropriate.

Cost-effectiveness analysis 
(CEA) is appropriate.

Cost-utility analysis (CUA) is 
appropriate

No

Yes

Yes

No

Quantity and quality of lifeMonetary units

Natural units 
(e.g., infections cured)

FIGURE 1 Selection of pharmacoeconomic methodology.
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As CMA is one of the more simple forms of pharmacoeconomic analysis,
numerous examples exist in the literature. Kotapati et al. evaluated the pharmacoe-
conomics of altering the dose of the carbapenem antibiotic, meropenem, from 1000
mg every eight hours to 500 mg every six hours (21). The 500 mg dosage regimen
was derived through pharmacodynamic modeling that demonstrated the 2000 mg
broken up four times a day would result in similar time above the MIC exposure as
3000 mg broken up three times daily, while reducing costs by approximately one-
third, even with the additional cost of admixture supplies (22). After a protocol was
put into place at the hospital, a retrospective review was conducted to evaluate first
the clinical outcomes of each dosage regimen (21). Clinical success rates were 78%
and 82% for the 500 mg every six hour and 1000 mg every eight hour regimens,
respectively, (p ¼ 0.862); therefore, a cost-minimization design was chosen for the
economic analyses. These investigators evaluated the costs of the regimens on three
separate levels, the first assessing only the AAC of both products, the second
adding in costs of failing therapy or using concomitant antibiotics, and the third,
evaluating the entire cost of hospital stay (i.e., bed costs and laboratory costs). The
500 mg every six hour regimen used less antibiotic over the course of treatment
(13 g vs. 18 g, p ¼ 0.012), thus leading to a significant difference in AAC between
regimens. Additionally, when including costs of failures and the use of combination
antibiotic therapy, the 500 mg every six hour regimen reduced costs by a median of
$762 per patient (p ¼ 0.008). The investigators did not consider the labor costs of
administering one additional dose per day in their analysis, but provided reasoning
that these fixed costs would not change the overall economics of each regimen and
the time for nurses to administer one extra ADD-Vantage bag was insignificant
based on previous time-motion studies (13). While the study was small, it does
demonstrate the practicality and simplicity of applying pharmacoeconomic study
techniques in a clinical setting.

Cost-Effectiveness Analysis
Cost-effectiveness analysis (CEA) identifies and compares costs and outcomes of
competing interventions when outcomes are measured in the same units. In CEA,
costs are measured in dollars while outcomes are measured in natural units such as
lives saved or cases cured. Conducting CEA is most useful for decision-makers when
a new product or intervention is more expensive and more effective than the
alternatives or when it is less expensive and less effective. In these situations, CEA
can determine the additional cost that must be invested to obtain one additional unit
of outcome. When product or intervention is either less costly and more effective
(dominant) or more costly and less effective, CEA is clearly not required, as a decision-
maker should have no difficulty in choosing to accept or reject these scenarios.

Results of CEA are expressed as a ratio of costs to outcomes and can be
reported as either the average cost-effectiveness ratio (ACER) or the incremental
cost-effectiveness ratio (ICER). The ACER describes for each alternative the cost
required for one unit of outcome. For example, antibiotic A costs $160 and yields a
cure rate of 0.96 and antibiotic B costs $100 and yields a cure rate of 0.90. In this
case, antibiotic A's ACER would be $160/0.96 or $167/infection cured and
antibiotic B's ACER would be $100/0.90 or $111/infection cured. While having
these results do yield some valuable information including the fact that it costs less
to cure an infection with antibiotic B, it does not provide us with information
concerning how much more we must invest to gain the additional efficacy achieved
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with antibiotic A. Therefore, it is often more useful to decision-makers to present
the results of CEA as an ICER instead of separate ACERs for each alternative. The
ICER can be calculated by dividing the difference in cost between the two
alternatives by the difference in efficacy ($160–$100/0.96–0.90 ¼ $1000/additional
infection cured by using antibiotic A over B). Once provided with the ICER,
decision-makers must determine whether the additional cost required is worth the
additional outcome achieved. Although somewhat arbitrary, some have concluded
that an intervention that results in �$20,000 per additional outcome gained would
be considered cost-effective, whereas an intervention with an ICER of �$100,000
per additional outcome gained would not be (2).

Angus et al. conducted a CEA of a high-cost drug, drotrecogin alfa
(activated), indicated for the reduction of mortality in adult patients with severe
sepsis (23). Severe sepsis affects 750,000 patients each year, a third of whom die.
Clinicians are motivated to prescribe drotrecogin alfa (activated) in severe sepsis
given the statistically significant reduction in mortality rate found during the
PROWESS trial (24), although the economic consequences of its use must be
considered. Observed mortality rates were 30.8% for placebo compared with
24.7% for drotrecogin alfa (activated) (p ¼ 0.005). The cost-effectiveness of drotre-
cogin alfa (activated) therapy was evaluated in incremental health-care costs for
survival at 28 days. Incremental costs were measured as the difference in health-
care costs (i.e., hospital, physician, study drug, and postdischarge costs) between
drotrecogin alfa (activated) and placebo during the first 28 days. Study drug cost
was estimated by multiplying the price of a vial of drotrecogin alfa (activated) by
the minimum number of vials required based on actual patient dosage. Drotrecogin
alfa (activated) increased costs by $9800 � $2900 and survival by 0.061 � 0.022 lives
saved per treated patient, thus drotrecogin alfa (activated) cost $160,000 per life
saved. The investigators further examined the cost-effectiveness of this agent over a
survivor's lifetime as measured by the Quality-Adjusted Life Year (QALY); this is a
form of CEA called cost-utility analysis (CUA) and will be described later.
Drotrecogin alfa (activated) resulted in an incremental cost of $48,800 per QALY
gained. Despite the high acquisition cost (i.e., approximately $7000), the investiga-
tors concluded that drotrecogin alfa (activated) had a favorable cost-effectiveness
profile from a societal perspective and compared with many accepted health-care
strategies. However, differences in mortality reduction, additional treatment mod-
alities, drug acquisition costs, and number of years gained by sepsis survivors
could change the cost-effectiveness ratio (25). Failure to address these factors as
well as lack of follow-up beyond day 28 (i.e., long-term costs, quality-of-life, and
duration of treatment) may worsen the CEA. Currently, drotrecogin alfa (activated)
is the only drug currently approved for the treatment of severe sepsis, and hospitals
struggling to determine in whom it should be used are encouraged to conduct their
own CEA, specifically to assess if cost-effectiveness is maintained among patients
with a lower risk of mortality as measured by severity scores such as APACHE II or
SOFA (26).

A CEA performed by Dresser et al. determined the pharmacoeconomics of
sequential i.v. to oral gatifloxacin therapy versus i.v. ceftriaxone with or without i.v.
erythromycin to oral clarithromycin therapy to treat community-acquired pneumo-
nia (CAP) (27). CAP, the most common cause of death from an infectious disease, is
responsible for 64 million days of decreased activity, 39 million days of bed rest,
and 10 million lost work days per year. Annual costs attributed to CAP approx-
imate $23 billion; furthermore, antimicrobial costs are a small percentage of the
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overall cost for treatment. The predominant cost driver is hospital LOS. Clinical
success rates and hospital stay were extrapolated from a randomized, controlled
Phase III clinical trial. Patients randomized to the gatifloxacin arm received 400 mg
i.v. with a switch to 400 mg oral gatifloxacin once a day. The ceftriaxone treatment
group received 1 g i.v. once a day or 2 g i.v. once a day. Thirty-nine percent of
patients in the ceftriaxone treatment group also received concomitant erythromycin
500 mg or 1 g i.v. four times per day for coverage of atypical organisms. The
calculated cost-effectiveness ratio (CER) for gatifloxacin was $5236:1 compared
with $7047:1 for ceftriaxone, a difference of $1811 per successful outcome achieved
in favor of gatifloxacin. Based on these results, the investigators concluded that
gatifloxacin was cost-effective compared with ceftriaxone plus or minus erythro-
mycin. While this conclusion may in fact be true, several methodological problems
should be pointed out with this study. In the Phase III trial, the clinical success rates
appeared to differ between gatifloxacin and ceftriaxone treatment groups (97% vs.
91%, respectively), although the difference was not statistically significant (95%
confidence interval ranging from –2.5% to 17.6%). Additionally, neither hospital
length of stay (LOS) nor antibiotic-related LOS (LOSAR) differed significantly
between the gatifloxacin (4.2 days vs. 4.1 days, respectively) and ceftriaxone (4.9
days vs. 4.9 days, respectively). Because of the lack of differences among all
measured outcomes, a CMA model should have been applied. These insignificant
differences were due to lack of power in the clinical trial, but contributed toward
gatifloxacin's resulting cost-effectiveness secondary a trend toward a longer LOS
and LOSAR in both groups among treatment failures. Additionally, if a significant
difference in outcomes was originally present, CERs for each intervention should
never be subtracted to determine the difference in cost-effectiveness. A more
appropriate method would have been to calculate the ICER. Finally, depending on
the cost of these antibiotics at one's medical center, gatifloxacin may be “simply
dominant” in that it is both cheaper and more effective. In this case, a CEA would
clearly be unnecessary.

Cost-Benefit Analysis
Cost-benefit analysis (CBA) is an important tool for comparing and assessing
health-care programs and technologies. This methodology compares the value of
the resources consumed (costs) in implementing a program or intervention against
the value of the outcome (benefits) realized, both in dollars. Therefore, CBA is most
useful in the comparison of products, services, or intervention that have different
outcomes (e.g., a vaccination clinic and a colon cancer screening program) and
when financial resources are limited, requiring a decision to be made as to which
program to fund.

The results of CBAs have been presented in the literature in a number of
ways. Net benefit (also referred to as net present value when the project spans
greater than one year and discounting of costs and benefits is performed) is
calculated by simply subtracting the value of the costs of administering the
program, service, or intervention from the benefits realized. When reviewing the
results of a CBA in this fashion, a decision-maker would choose the project where
the net benefits are positive. When more than one alternative is being compared
and resources are limited, the project with the greatest net benefit should be chosen.

Alternatively, the results of a CBA can be calculated as dollar-to-dollar
comparisons of costs and benefits as a ratio. Therefore, if an intervention costs
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$10,000 and yields $20,000 in benefits, the cost-to-benefit (C/B) ratio would be
$10,000/$20,000 ¼ 0.5:1 and would be interpreted as for every 50 cents invested,
one gets $1 in benefits. Alternatively the benefit-to-cost (B/C) ratio could also be
calculated as $20,000 ‚ $10,000 ¼ 2:1 and interpreted as for every $2 in benefits
realized, one must invest $1. When reviewing the results of a CBA in this fashion, a
decision-maker would choose projects with a C/B < 1 or B/C > 1. The reporting of
CBA results as ratios is less frequently used in the literature as ratios do not provide
any indication of the magnitude of the benefit to be gained or the cost incurred.

For example, two competing interventions A and B were found to have C/B
ratios of 1:2 and 1:3, respectively (Table 3). If data were only viewed in ratio form, a
decision-maker's initial reaction would be to choose the latter that provided $3 in
benefit for every dollar invested. However, if the decision-makers then reviewed
the results for each alternative as the net benefit for each program, assuming the
decision-makers had $100,000 to invest, they would likely choose program A as it
would yield an additional $98,000 in benefits to their institution compared to
program B.

Haberland et al. examined the potential health benefits, costs, and savings
from the societal perspective associated with three strategies for identifying
mothers at risk of passing Group B b-hemolytic Streptococcus (GBS) to their infants
(28). The costs and benefits of a group B streptococci screening strategy using a new
rapid polymerase chain reaction (PCR) assay at the time of labor were compared
with two standard screening tests, the risk-factor method, which targets high risk
mothers but fails to identify colonized mothers or at-risk infants, and the traditional
maternal screening test (i.e., rectovaginal culture between weeks 35 and 37), which
does not accurately identify genital tract colonization at the time of labor.
Investigators focused on key perinatal outcomes (i.e., averted infant infection,
infant death, infant disability, cost, and societal benefit of healthy infants). Rapid
PCR resulted in a net societal benefit of $7 and $6 per infant compared with the
risk-factor and traditional maternal screening methods, respectively. The PCR
screening strategy provided greater net benefits because it is better able to identify
mothers at-risk and prevent infection, death, and disability in infants. Unlike
previous examples, these investigators did not acquire their assumptions (i.e., input
data) from a randomized control trial comparing the interventions, as no such
study currently exists. Therefore, they made assumptions on success rates, risks,
and costs based on numerous studies and applied decision analysis to test a
hypothetical population of patients. This approach is useful when comparative
studies are lacking, but careful interpretation of what data were included is
necessary to determine application of the results to one's own institution. For
example, in the current study, the investigators assumed all mothers who tested
positive were treated during labor with an initial dose of 2 g of i.v. ampicillin,
followed by 1 g every four hours at a cost of $63 per course of therapy, as this was
the regimen advocated at their hospital. Certainly, a different antibiotic regimen
could be used that might result in an improvement or worsening of response rate,

TABLE 3 Reporting the Results of CBA as C/B Ratios or Net Benefit

Alternative Costs Benefits C/B ratio Net benefit

A $100,000 $200,000 1:2 $100,000
B $1000 $3000 1:3 $2000

Abbreviations: CBA, cost-benefit analysis; C/B, cost-to-benefit ratio.
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as well as an increase or decrease in cost. Furthermore, the investigators did not
consider the indirect costs of overuse of antibiotics (i.e., resistance of GBS) or
parental disutilities for losing an infant or raising a disabled child. Finally, PCR is
less likely to be attractive in low-volume hospitals because these investigators
assumed an on-site laboratory capable of conducting the test would be available, a
characteristic of their hospital. Such assumptions may negate the positive net
benefit of PCR at a different hospital, and these significant assumptions should
always be discussed in a pharmacoeconomic paper so that the reader can judge
external validity.

Cost-Utility Analysis
CUA is an evaluation method similar to that of CEA. CEA costs are measured in
dollars and outcomes are measured in natural units; however, in CUA the natural
units are by design a combined estimate of both quantity-of-life and quality-of-life
(QoL) or what is often referred to as “utility.” (29) CUA is generally the most
difficult and costly pharmacoeconomic methodology to utilize and therefore is
often reserved for evaluations of products or interventions that have significant
effects on both QoL and quantity-of-life. In addition, as it measures outcomes in
quantity-of-life and QoL, it can be used in a similar fashion to CBA to compare
products or interventions that result in different outcomes, provided that they both
can be measured in quantity-of-life and QoL.

Detailed discussion regarding the measurement of utility is outside the scope
of this chapter and therefore only a brief explanation will be provided. Utilities are
defined as a patient's preference for experiencing an outcome. Utility values range
from 0 to 1, where 0 represents death and 1 represent perfect health. Utilities are
elicited from patients through a number of methodologies including questionnaires,
visual analog scales, and standard gamble and time trade-off theories. All assume
the simple premise that patients when given a choice will chose the health state
with the highest utility value assigned to it. In addition, values previously used in
the literature or those based upon expert opinion may be used; however, they
should be used with caution as these values may not be representative of every
patient population.

Once determined, these utility values are then multiplied by the extent of time
a patient is expected to be in that health state. Any unit of time can be utilized, but
most commonly years of life are used and the resultant outcomes are reported as
QALYs. For example, you are evaluating two possible treatments for a life-
threatening foot infection. Treatment A involves amputation, which costs $20,000
but increases life expectancy by 4.5 years at a utility value of 0.60. Treatment B is an
aggressive medical treatment with antibiotics, which costs $10,000 and increases life
expectancy by only 1.5 years with a utility value of 0.90. Treatment A would
therefore cost $20,000/ (4.5*0.4) or 1.8 QALY ¼ $11,111/QALY, where treatment B
would cost $10,000/1.5*0.9) or 1.35 QALY ¼ $7,407/QALY. Similar to CEA, the
incremental increase in cost per unit of outcome could also be calculated ($20,000–$
10,000/1.8–1.35 ¼ $22,222 additional dollars will be spent to obtain one additional
QALY with treatment A compared with treatment B). Again, as with CEA, when
provided with the incremental costs required for one additional outcome, decision-
makers must determine whether the additional cost required is worth the addi-
tional outcome achieved.

While CUA is a powerful tool among pharmacoeconomic analyses, it is often
difficult to conduct because of the lack of data required to calculate a QALY in a
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specific population. Often, significant assumptions must be made in this case. Shorr
et al. conducted an incremental CEA (specifically a CUA) of linezolid compared
with vancomycin for the treatment of ventilator-associated pneumonia (VAP) (30).
Recent data have shown that empiric use of linezolid in patients with VAP
significantly increases the rate of survival compared to vancomycin therapy,
although linezolid is considerably more expensive than vancomycin (31). The
investigators evaluated a hypothetical cohort of 1000 patients. Incremental cost-
effectiveness was calculated in terms of added QALY gained divided by the sum of
the incremental costs of drug use. The incremental cost-effectiveness of linezolid
versus vancomycin was $29,945 per QALY (95% confidence interval ranging from
$23,637 to $42,785). Multivariate sensitivity analysis and Monte Carlo simulation
demonstrated that linezolid was a financially attractive alternative to vancomycin
because the incremental cost-effectiveness was less than the accepted standard in
health care of $100,000 per QALY for cost-effectiveness. Although linezolid is
significantly more expensive than vancomycin, the increased efficacy of linezolid
found in the study compensated for the cost differential. Thus, what may appear to
be a more expensive therapy in the intensive care unit could actually be cost-
effective. Importantly, this analysis relied on several critical assumptions. Health
utilities (QALYs) were set at 0.83 because of the uncertainty in long-term VAP
outcomes. Because survival data for VAP currently do not exist, the investigators
extrapolated survival from those with severe sepsis and assumed that long-term
VAP survivors lived an additional nine years, which may be significantly lower
than that of the young trauma patient who develops VAP. Additionally, the
positive clinical outcomes associated with linezolid therapy are based upon post
hoc analyses, of which conclusions are not hypothesis proving. To address these
concerns, the investigators did lower the predicted effectiveness of linezolid by 10%
and biased the model against it when possible. Linezolid remained the cost-
effective alternative in 99.8% of simulations. Thus, as previously mentioned, when
provided with the incremental costs of a CUA, decision-makers must determine
whether the analysis is applicable to their patient population and whether the
additional cost is worth the additional outcome achieved. In an intensive care unit
with a high prevalence of VAP caused by MRSA and an elderly population, a
switch to linezolid may produce similar cost outcomes.

Decision Tree Analysis
Simulation models are commonly used to conduct pharmacoeconomic evaluations.
The most common simulation study design found in the pharmacoeconomic
literature is decision tree analyses (DTAs). They combine data from the medical
literature (either from clinical trials or from meta-analyses) and expert opinion and
data from one's own institution in order to estimate costs and outcomes when a
more rigorous pharmacoeconomic methodology cannot be practically completed
(32). Simulation models are relatively inexpensive compared to the cost of conduct-
ing a full pharmacoeconomic evaluation and require less time to complete;
however, the model will only be as good as the data entered into it and relying on
incomplete or questionable data may result in misleading conclusions.

DTAs are most useful for examining products or interventions for acute or
short-term illnesses. For each alternative product or intervention, downstream costs
and outcomes and their probabilities of occurring (each arm must total 100%) are
determined and displayed graphically (Fig. 2). Each product or intervention is then
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“folded back” (starting from the right and working back toward the decision node)
to a single value by mathematically combining the costs, outcomes, and probabil-
ities to determine the most favorable alternative.

Sensitivity Analysis
Sensitivity analysis is the process in which the soundness or robustness of the
results and conclusions of pharmacoeconomic evaluations are tested by varying the
underlying assumptions and variables over a range of plausible values. Sensitivity
analysis is utilized when there is any uncertainty about the data or how it were
valued, to determine the effect of data uncertainty (assumptions) on study conclu-
sions, and to identify the most important study assumptions. It helps to answer
questions such as, “How applicable are these study results to my institution which
may have a different patient population?” and “Can data from this clinical trial be
applied to my real life setting?”

There are multiple varieties of sensitivity analyses that can be utilized as part
of pharmacoeconomic evaluations including simple sensitivity analysis, threshold
sensitivity analysis, analysis of extremes, and probabilistic sensitivity analysis.
Currently, there are no established rules as to which type of sensitivity analysis to
use or how to interpret the results; however, the ranges for variables chosen should
be well justified and the methodology transparent to decision-makers (6–11).

Simple sensitivity analysis is the most commonly used and involves varying
study assumptions (either cost or outcome) within the range of plausible values to
determine if the original conclusions remain sound. When only one variable is
altered at a time, this is called one-way simple sensitivity analysis. For example, an
antibiotic, which was valued at an institution's AAC in the original evaluation,
might be valued as high as its AWP and as low as 50% of its AAC to see how the
conclusions of the evaluation would be altered. If the conclusions remained similar,
they would be robust to changes in antibiotic cost. If more than one variable is
altered at a time, this is called multiple-way simple sensitivity analysis and
conducted and interpreted in the same fashion as above.

Analysis of extremes is conducted by reassigning values of both cost and
effectiveness variables concurrently to their highest and lowest extremes in order to

Drug A

Drug B

0.15

0.85

0.10

0.90

$1,000

Costs

$300

$2,000

$250

B
Downstream costs

Probabilities of cure and failure

Decision node

FIGURE 2 Decision tree analysis of two hypothetical antibiotics.
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determine the robustness of the conclusions in the best- and worst-case situations.
The best-case scenario is depicted by the highest effectiveness and all lowest cost
estimates and worst-case is the lowest effectiveness and all highest costs estimates.
In order for this analysis to be useful to decision-makers, sufficient detail of the
extremes must be provided to determine whether the extremes being evaluated are
near their own health plan's resource cost. The usefulness of analysis of extremes is
questionable because it is doubtful that all worst-case or best-case findings will
occur at the same time.

Threshold analysis requires that a single assumption in the analysis be varied
until the alternative treatment option has the same outcome and there is no
advantage between the treatment options. The value determined by conducting
such an analysis is often referred to as the breakeven point. This breakeven point
can then be compared by decision-makers to their value to make decisions
concerning the validity of the evaluation's results to their institution.

Probabilistic sensitivity analysis allows researchers to assign plausible ranges
for variables and an estimate of the distribution of the data points for each variable.
The most common type of probabilistic sensitivity analysis is Monte Carlo simula-
tion, which randomly assigns values from inputted variable ranges and estimating
outcomes from models with large numbers of hypothetical patients.

SUMMARY

Pharmacoeconomic methods endeavor to assess the value of products, services, and
interventions in terms of economic, clinical, and humanistic terms (12). The
continuing development of newer pharmaceutical products and services increased
patient access to care and lack of unlimited resources will make it imperative that
decision-makers have all the tools necessary to make important health-care alloca-
tion decisions. This chapter was designed to enable the reader to apply pharma-
coeconomic methodologies in their own evaluation of new drug entities, as well as
in their critique of the available literature (33,34). It is important to remember that
while pharmacoeconomic evaluations can help facilitate the decision-making
process, the responsibility placed upon the health-care provider to make patient-
specific decisions should not be forgotten.
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